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ii N. Breslow

ABSTRACT Generalized linear mixed models (GLMM) are generalized
linear models with normally distributed random effects in the linear predic-
tor. Penalized quasi-likelihood (PQL), an approximate method of inference
in GLMMs, involves repeated fitting of linear mixed models with “work-
ing” dependent variables and iterative weights that depend on parameter
estimates from the previous cycle of iteration. The generality of PQL, and
its implementation in commercially available software, has encouraged the
application of GLMMs in many scientific fields. Caution is needed, how-
ever, since PQL may sometimes yield badly biased estimates of variance
components, especially with binary outcomes.
Recent developments in numerical integration, including adaptive Gaussian
quadrature, higher order Laplace expansions, stochastic integration and
Markov chain Monte Carlo (MCMC) algorithms, provide attractive alter-
natives to PQL for approximate likelihood inference in GLMMs. Analyses of
some well known datasets, and simulations based on these analyses, suggest
that PQL still performs remarkably well in comparison with more elaborate
procedures in many practical situations. Adaptive Gaussian quadrature is
a viable alternative for nested designs where the numerical integration is
limited to a small number of dimensions. Higher order Laplace approxi-
mations hold the promise of accurate inference more generally. MCMC is
likely the method of choice for the most complex problems that involve
high dimensional integrals

1 Introduction

Penalized Quasi-Likelihood is a technique for approximate in-
ference in GLMMs and is not a rigorous statistical method in
its own right.[33, p. 390, emphasis added]

The generalized linear model or GLM [35] is a prime tool of the applied
statistician. It brings the power and flexibility of linear regression modeling
to the analysis of data with outcomes, particularly discrete outcomes, that
do not satisfy the conventional assumptions of least squares. The linear
mixed model or LMM, with its multiple levels of random variation and
best linear unbiased prediction of random effects [19], dominates statistical
theory and applications in diverse fields including animal breeding and
education. During the past decade these two models have been fused into a
hybrid body of statistical theory and methodology known as the generalized
linear mixed model or GLMM.[46, 40, 5, 49, 12, 31, 16, 29, 30] An even more
general formulation, known as the hierarchical generalized linear model or
HGLM, encompasses both normal and non-normal probability distributions
for the random effects.[22, 23]
GLM and LMM parameter estimates are obtained from estimating equa-

tions that are unbiased under simple moment conditions and that may be
solved by iterative solution of systems of linear equations. For the GLMM,
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0. Whither PQL? iii

by contrast, the specification of normally distributed random effects in-
trinsically defines the marginal likelihood and its logarithmic derivatives.
The fact that the integrals in the GLMM estimating equations cannot be
evaluated in closed form has seriously limited GLMM applications. Until re-
cently the only available commercial software was the EGRET program [9]
that implemented the logistic-normal model for clustered binary outcomes,
unit level covariates and a cluster level random intercept. Thus substantial
interest was generated by the work of Schall [40], Breslow and Clayton [5],
Wolfinger [48] and others who developed a general approach to approximate
inference. Their “penalized quasi-likelihood” or PQL procedure involved re-
peated fitting of the LMM using a working outcome variable and iterative
weights that mimicked the standard iterative least squares algorithm used
to fit the GLM.[28, §2.5] It was disseminated in macros written for several
commercially distributed LMM programs: the GLIMMIX macro for PROC
MIXED in SAS [26]; the PQL option for MLwiN [37]; and the HLM series
distributed by SSI [38]. The IR-REML macro in GENSTAT [32] facilitated
fitting of both GLMMs and HGLMs. This stimulated increasing use of these
procedures in old disciplines such as sociology, where hierarchical models
were already familiar, and in new ones like epidemiology [17], where they
were just being discovered.
As usual when software for complicated statistical inference procedures

is broadly disseminated, there is potential for abuse and misinterpretation.
In spite of the fact that PQL was initially advertised as a procedure for
approximate inference in GLMMs, and its tendency to give seriously biased
estimates of variance components and a fortiori regression parameters with
binary outcome data was emphasized in multiple publications [5, 6, 24],
some statisticians seemed to ignore these warnings and to think of PQL
as synonymous with GLMM.[7] In an apparent reaction to these devel-
opments, and to the algorithm’s acknowledged shortcomings for binary
outcome data, the authors of one recent textbook have recommended that
PQL “not be used in practice”.[30, p.234]
The purpose of this review is to take stock of PQL as a tool of the applied

statistician now that some years have passed since it was first implemented
in commercial software. In the interim, substantial advances have taken
place in statistical computing. “True” maximum likelihood (ML) estima-
tion is now available for a much wider range of problems by using numeri-
cal integration to calculate marginal likelihoods and solve score equations.
In particular, the adaptive Gaussian quadrature methods [27, 36] imple-
mented in SAS PROC NLMIXED [45] apply to clustered data problems
where the dimensionality of the required integrations is in the low sin-
gle digits. Higher order Laplace approximations [39], implemented for the
logistic-normal model in the latest HLM program [38], may prove to be
just as accurate as quadrature and more widely applicable.
Recent Monte Carlo approaches to numerical integration include Monte

Carlo relative likelihood [13], Monte Carlo EM [29, 3] and Monte Carlo
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iv N. Breslow

Newton-Raphson [20]. Kuk and Cheng [21] provide an excellent, compre-
hensive review of these stochastic procedures. Their use in practice to
date has been limited by their longer computing times and the fact that
none have yet been implemented in standard software packages. Booth and
Hobert [3] argue that their “automated” Monte Carlo EM algorithm is
an improvement on the Markov chain Monte Carlo (MCMC) version. It
facilitates assessment of convergence and thus removes one of the main im-
pediments to commercial implementation. Hierarchical Bayes procedures,
which also depend on MCMC to evaluate posterior distributions, have been
implemented in available, supported software and are increasingly used in
applications. [8, 44, 34] These Monte Carlo methods will undoubtedly see
much greater use with continuing improvements in computing technology.
In view of their greater complexity, however, and the desire to keep this
review focussed on the most immediate competitors to PQL, further discus-
sion of Monte Carlo methods is left to investigators who are more familiar
with their properties. Comparisons with the “h-likelihood” methodology
of Lee and Nelder [22, 23] for inference in HGLMs also have been left for
others.

2 GLMMs and PQL

The GLMM is a model for the hierarchical regression analysis of a series
of n univariate response measurements yi on p-dimensional covariates xi
associated with fixed effects and q-dimensional covariates zi associated with
random effects of interest (i = 1, . . . , n). Conditional on the unobserved
values of a q-vector b of random effects, and on all the covariates, the yi are
assumed to be independent observations with means and variances specified
by a GLM.[28] Specifically we suppose

E(yi|b) = µbi = h(ηbi ) = h(xTi α+ zTi b)

Var(yi|b) = φ

ai
v(µbi )

where g = h−1 is the link function that relates the conditional means
µbi to the linear predictors η

b
i ; v(·) is the variance function that relates

the conditional means and variances to each another; φ is a scale factor
assumed equal to one for the standard binomial and Poisson models; and
ai is a prior weight such as a binomial denominator. Specification of the
model is completed by the assumption that b follows a q-dimensional normal
distribution with mean 0 and variance matrix D(θ) depending on a vector
of dispersion parameters θ. Examples of typical GLMM applications are
considered in Sections 4 and 5.
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0. Whither PQL? v

The objective function for estimation of the GLMM parameters is the
integrated quasi-likelihood L(α, θ) given by

L =
1

(2π)q|D(θ)| Rq

exp − 1

2φ

n

i=1

di(yi, µ
b
i )−

1

2
bTD−1(θ)b db (1)

where

di(y, µ) = −2ai
µ

y

y − u
v(u)

du

denotes the weighted deviance.[28] If Y is Gaussian and g(·) the identity,
the integral in (1) is normal and may be evaluated in closed form. Oth-
erwise, maximization of this expression is intrinsically complicated by the
integrations that must be performed numerically at each cycle of iteration.
One approach to the integration, which eventually leads to the PQL algo-
rithm, is to make a Laplace approximation. The term in square brackets
in (1), the logarithm of the “penalized quasi-likelihood”, is replaced by
its quadratic expansion in b about the value b̃ at which it is maximized.
Components of b̃ serve as predictors of the random effects. After some ad-
justments to the resulting normal integral, application of Fisher scoring to
determine (α̂, b̃) as a function of θ leads to the familiar mixed model equa-
tions for joint estimation of fixed and random effects, as originally derived
by Henderson [19], but now involving a working vector Y ∗ and iterative
weights wi. Further approximations lead to the standard REML equations
for θ. Specifically, with µ̂bi = h(x

T
i α̂+ z

T
i b̃),

Y ∗i = x
T
i α̂+ z

T
i b̃+ (yi − µ̂bi )gI(µ̂bi)

and
wi = φai[g

I(µ̂bi )]
2v(µ̂bi )

−1,

the algorithm repeatedly applies mixed model REML estimation to the
normal theory problem

Y ∗ = Xα+ Zb+ ε, b ∼ N (0, D(θ)) , ε ∼ N (0,W−1)
where W=diag(wi). See Breslow and Clayton [5] for details.
Although PQL yields REML estimates of variance components and re-

gression coefficients in the Gaussian linear case, in general it only provides
an approximation to these quantities. For the simplest GLMM involving
clustered data with a single dispersion component θ, Breslow and Lin [6]
expanded both the efficient score based on the true profile log-likelihood
function, and the PQL variance estimating equation, in Taylor series about
θ = 0. They thereby showed that the asymptotic bias in the PQL estimator
θ̂p was a nearly linear function of θ in a neighborhood of the origin. By
determining the slope of this linear relationship, which is estimable from
the standard GLM fit assuming θ = 0, they derived a correction factor
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vi N. Breslow

for θ̂p that removed the asymptotic bias for small θ at the cost of some
increase in variability. Lin and Breslow [24] extended this work for mod-
els with multiple variance components, deriving a matrix correction factor,
and termed the resulting procedure corrected PQL or CPQL.
An alternative derivation of the PQL algorithm developed by Schall [40]

and others uses a linearization of the conditional mean as a function of
fixed and random effects. Consider, for example, the two-level model with
I clusters having ni observations per cluster, i = 1, . . . , I, and random
effects bi assumed independent between clusters. The j

th observation in
cluster i may be written

yij = µ
b
ij + εij = h(x

T
ijα+ z

T
ijbi) + εij

with var(εij) = φv(µbij)/ai, j = 1, . . . , ni. Expanding h about the current

estimates (α̂, b̃) based on the current θ̂ gives

yij ≈ µ̂bij + hI(η̂bij)[xTij(α− α̂) + zTij(bi − b̃i)] + εij (2)

which implies that the “working” observation Y ∗ij = η̂bij + g
I(µ̂bij)(yij − µ̂bij)

satisfies
Y ∗ij = x

T
ijα+ z

T
ijbi + ε∗ij (3)

where, at least to an approximation for the ε∗ij ,

bi ∼ N (0, D(θ)) and ε∗ij ∼ N 0,φ[gI(µ̂bij)]
2v(µ̂bij)/ai . (4)

Updated estimates of (α, b, θ) are obtained by solving for them in the LMM
defined by (3) and (4), i.e., by using the PQL algorithm.
A further expansion of the conditional mean in terms involving bi alone

adds 1
2h
II(η̂bij)z

T
ij(bi − b̂i)(bi − b̂i)T zij to the right hand side of (2). Gold-

stein and Rasbash [14, 16, 15] suggested that one ignore the cross-products
involving different components of bi, add the mean values of the resulting
quadratic terms as offsets to the regression model and treat their residuals
as additional random error terms with known variance. This modified pro-
cedure, implemented as PQL2 in MLwiN [37], is also intended to improve
the estimates of variance components.

3 Adaptive Gauss-Hermite Quadrature

Consider the two-level GLMM with I independent clusters of observations
{yij , j = 1, . . . , ni}, i = 1, . . . , I and a random intercept so that

µbij = E(yij |bi) = h(xTijα+ bi), bi
i.i.d∼ N (0, θ).

To simplify matters , suppose g = h−1 is the canonical link function so that
v(µ) = [gI(µ)]−1 and furthermore that the scale factor and prior weights are
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all unity. This setup applies, for example, to two-level log-linear modeling of
Poisson data and to logistic regression for clustered binary outcome data.
The contribution to the marginal likelihood (integrated quasi-likelihood)
for the ith cluster is

Li =
1√
2πθ

Lci (b)e
− b2

2θ db

= EN (0,θ)Lci (b) (5)

where EN (µ,θ) denotes expectation with respect to the N (µ, θ) distribution
and Lci is the conditional quasi-likelihood contribution

Lci (b) = exp{−
1

2

ni

j=1

dij(yij , µ
b
ij)}.

Ordinary Gauss-Hermite quadrature approximates the integral in (5)
with the sum

Li l 1√
π

R

r=1

ωrL
c
i (
√
2θtr)

where the tr are the R quadrature points, roots of the R-degree Hermite
polynomial, and the ωr denote the associated weights.[11, p. 924] The prob-
lem with this approach is that the same quadrature points are used for each
cluster, irrespective of the cluster outcomes. Thus, for some i, the condi-
tional quasi-likelihoods Lci (b) may take large values for b well outside the
range covered by the points {√2θtr, r = 1, . . . , R}.
Let φ(b;µ,σ2) denote the density of the normal distribution with mean µ

and variance σ2. The basic idea behind adaptive quadrature as introduced
by Liu and Pierce [27] is the same one that underlies the Laplace integral
approximation, namely, to determine the normal density φ(b; b̃i, σ̃

2
i ) that

best approximates the entire integrand Lci (b)φ(b; 0, θ) in (5). The value that
maximizes the integrand, b̃i, is obtained as the solution (in b) to j(yij −
µbij) + b/θ = 0. The curvature in the log integrand at its maximum is the

inverse of σ̃2i = [ j v(µ
b̃i
ij)+θ

−1]−1 [5, §2.1]. Once these are computed, the
marginal likelihood contribution is approximated via

Li = EN (b̃i,σ̃2i )
Lci (b)φ(b; 0, θ)

φ(b; b̃i, σ̃2i )

l 1√
π

R

r=1

ωr
Lci (b̃i +

√
2σ̃itr)φ(b̃i +

√
2σ̃itr; 0, θ)

φ(b̃i +
√
2σ̃itr; b̃i, σ̃2i )

=
√
2σ̃i

R

r=1

ωre
t2rLci (b̃i +

√
2σ̃itr)φ(b̃i +

√
2σ̃itr; 0, θ). (6)

The Laplace approximation is given by (6) for R = 1, ω1 = 1 and t1 = 0.
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FIGURE 1. Marginal probabilities (ordinates) of each of four possible outcomes
with matched pairs of binary outcome data estimated using standard (solid line)
and adaptive (dashed line) Gauss-Hermite quadrature. The outcome vector is
shown in the center of each panel. The abscissae show the number of quadrature
points.

Use of standard and adaptive Gauss-Hermite quadrature to approximate
the integrated likelihood is illustrated in Figure 1 for the special case of
matched pairs of binary outcome data with a single binary covariate that
varies within clusters. Defining expit(x) = [1 + e−x]−1, this model has
µbi1 =expit(α0 + bi), µ

b
i2 =expit(α0 + α1 + bi) and v(µ) = µ(1 − µ). The

parameter values used were α0 = 4, α1 = −2 and θ = 4. The four panels
of the figure show plots of the approximated marginal probabilities of the
four possible outcomes for (yi1, yi2), namely (0,0), (0,1), (1,0), and (1,1),
as functions of the number R of quadrature points. Using the adaptive
procedure, the integral approximations converged to the fourth decimal
place with R = 5. By contrast, with the standard procedure, they continued
to oscillate for R well beyond 5 .
Pinheiro and Bates [36] adapted this methodology for multidimensional

integrals and their methods have been incorporated into PROC NLMIXED
in SAS.[45] In the sequel we compare results using NLMIXED and GLIM-
MIX, i.e., using ML and PQL, with two well studied sets of data.
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0. Whither PQL? ix

4 Meta Analysis of Clinical Trials Data

Our first example involves a series of 2×2 tables of counts of “successes” and
“failures” among 293 patients distributed in treatment and control groups
in eight clinical centers (Table 1). Introduced to statisticians by Beitler and

TABLE 1. Clinical trial of topical cream for infection
Center Treatment Response Total Success

Success Failure patients Rate (%)
1 Drug 11 25 36 30.6

Control 10 27 37 27.0
2 Drug 16 4 20 80.0

Control 22 10 32 68.8
3 Drug 14 5 19 73.7

Control 7 12 19 36.8
4 Drug 2 14 16 12.5

Control 1 16 17 5.9
5 Drug 6 11 17 35.3

Control 0 12 12 0.0
6 Drug 1 10 11 9.1

Control 0 10 10 0.0
7 Drug 1 4 5 20.0

Control 1 8 9 11.1
8 Drug 4 2 6 66.7

Control 6 1 7 85.7
Total Drug 55 75 130 42.3

Control 47 96 143 32.9
Source: Beitler and Landis [26]

Landis [2], these data have been widely used to illustrate different methods
for mixed effects modeling of categorical data. The developers of GLIM-
MIX, for example, noted that their macro converged more consistently if
one first converted the table of counts to a series of binary outcome variables
and covariates.[26, p. 440] The data also featured prominently in a recent
review by Agresti and Hartzel [1] of methods for meta analysis of binary
outcome data. The object of many of these analyses has been to estimate
the clinic specific treatment effect, expressed as an odds ratio and assumed
constant over clinics, while adjusting for clinic to clinic variation in baseline
success rates via random effects modeling. There has also been interest in
deciding whether there is evidence for treatment by center interaction.
Let yij denote the binary outcome (1 for success, 0 for failure) for the

jth subject in the ith clinic. Suppose the covariate xij takes values −12 for
control and +1

2 for treatment. This coding helps to orthogonalize the design
matrix and render more plausible the implicit assumption of independence
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x N. Breslow

between random intercept and random slope (interaction) terms in what
follows. Two models of interest are I: logit E(yij |bi) = α0 + α1xij + b

0
i ;

and II: logit E(yij |bi) = α0 + α1xij + b
0
i + b

1
ixij , the first corresponding

to the hypothesis of constant odds ratio. The parameter of interest α1
represents the within clinic log odds ratio comparing treatment and control
groups. This is assumed constant across clinics in Model I but may vary
by clinic in Model II. Tables 2 and 3 compare results obtained using four
procedures for fitting GLMMs, including the PQL2 procedure mentioned at
the end of §2. Also shown for Model I are results for the “exact” conditional
maximum likelihood (CML) analysis, based on convolutions of the non-
central hypergeometric distributions that arise when one conditions on all
four marginal totals in each table. [10, §2.5] The analog for Model II is
the GLMM that adds a random effect to the log odds ratio parameter
in each non-central hypergeometric distribution. This may be fitted by
PQL using methods previously described.[5, §6.4] Some notable features of

TABLE 2. Estimates ± standard errors for Model I
Method α0 α1 θ0
NLMIXED (ML) -0.828±0.533 0.739±0.300 1.96±1.19
GLIMMIX (PQL) -0.784±0.537 0.724±0.296 2.03±1.26
MLwiN (PQL) -0.784±0.537 0.724±0.296 2.03±1.19
MLwiN (PQL2) -0.789±0.606 0.859±0.310 2.56±1.46
Hypergeometric (CML) 0.756±0.303

this comparison include: (i) the lack of any suggestion for a treatment by
clinic interaction; (ii) the excellent agreement between the estimates and
standard errors obtained by ML (adaptive quadrature) and PQL, especially
for the variance component of the random intercept; and (iii) the fact that
the PQL2 results are substantially different from the others. Note that the
standard errors of the variance components estimated by the GLIMMIX
and MLwiN implementations of PQL differ slightly. Otherwise the results
were identical.

TABLE 3. Estimates ± standard errors for Model II

Method α0 α1 θ0 θ1
NLMIXED (ML) -0.830±0.535 0.746±0.323 1.97±1.20 0.02±0.32
GLIMMIX (PQL) -0.791±0.538 0.749±0.333 2.04±1.27 0.12±0.41
MLwiN (PQL) -0.791±0.538 0.749±0.333 2.04±1.15 0.12±0.37
MLwiN (PQL2) -0.870±0.614 0.830±0.367 2.61±1.46 0.20±0.45
Hypergeometric (PQL) 0.793±0.352 0.16±0.48

Table 4 reports results of a small simulation study designed to evaluate
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0. Whither PQL? xi

more systematically the performance of PQL in this setting.[4] For each
of 10,000 simulations, 8 pairs of independent binomial observations rij ∼
binom(pij , nij), i = 1, . . . , 8, j = 1, 2 were drawn with denominators nij
chosen equal to those in the penultimate column of Table 1. The GLMM
was specified by logit pij = α0+α1(2xij−1)+ b0i + b1ij where b0i ∼ N (0, θ0)
and b1ij ∼ N (0, θ1/2) were mutually independent sets of random effects.

Thus the b0i were random clinic effects, with roughly the same amount of
clinic-to-clinic variation as for the data in Table 1, while the differences
between b1ij for j = 1 and j = 2 represented the variation in treatment
effects (log odds ratios). Parameter settings were α0 = 0, θ0 = 2, α1 = 0, 1,
2 and θ1 = Var(b

1
i1−b1i2) = 0, 0.5, 1, 2. ᾱ1 and θ̄1 refer to the averages of the

estimates of these two parameters over the 10,000 replications. The error
rates refer to the proportion of replicates for which the 95% confidence
interval for α1 excluded the true value on the left or the right side.

TABLE 4. Results of the simulation study of PQL
True values Estimates Error rates
θ1 α1 θ̄1 ᾱ1 − α1 Left Right

0 0.15 0.000 0.015 0.016
0.0 1 0.16 0.015 0.012 0.017

2 0.18 0.030 0.013 0.018

0 0.58 0.002 0.032 0.027
0.5 1 0.58 0.013 0.029 0.033

2 0.60 0.023 0.018 0.034

0 1.05 -0.003 0.030 0.032
1.0 1 0.96 -0.012 0.027 0.035

2 1.04 0.002 0.024 0.038

0 2.00 -0.016 0.026 0.031
2.0 1 1.98 0.000 0.030 0.032

2 1.99 -0.000 0.025 0.029
Source: Breslow, Leroux and Platt [4]

The simulated data were analyzed using PQL as described above for the
log odds ratio GLMM based on the non-central hypergeometric distrib-
ution. As with any mixed model, there was a tendency to over-estimate
slightly the small (or null) values of the variance component since negative
estimates were not allowed. The systematic underestimation of variance
components often observed with clustered binary data (see §6 below) was
not a problem here, probably because of the relatively large denomina-
tors and mid-range values for many of the binomial observations. PQL
estimates of the regression coefficient α1 and of the larger values of the
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xii N. Breslow

variance component were remarkably unbiased. Error rates for interval es-
timation were quite satisfactory. Not shown here are corresponding results
for the empirical transform (ET) method, which consisted of applying or-
dinary LMM methods to derived outcome variables. The derived variable
was the logarithm of the observed odds ratio in each table, with 0.5 added
to both cells whenever any marginal total of success or failure was zero,
so as to avoid infinities. Conditional on the random effects, this outcome
variable was treated as normally distributed with variance equal to the in-
verse of the sum of reciprocals of the cell frequencies. The ET estimates of
both the variance component and the regression coefficient were seriously
biased towards zero, so that the random effect predictors were similarly
misbehaved.[4, pp. 57-58] A similar tendency of ET to underestimate the
variance component was observed for simulated Poisson observations rep-
resenting spatially correlated rates when the mean rates were very small.[4,
pp. 58-59] Thus the recent recommendation that ET methods be used in
preference to PQL in such situations appears to be unfounded.[30, p. 283]

5 Longitudinal Series of Counts

Visit number
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FIGURE 2. Epilepsy seizure counts at baseline and four follow-up periods.

Our second example involves a series of counts of seizures recorded by 59
patients with epilepsy for each of four two-week periods that preceded clinic
visits. Introduced by Thall and Vail [47], these data also have been used
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by numerous statisticians to illustrate methods for analysis of longitudinal
data with discrete outcomes. Figure 2 plots the patient trajectories of the
log counts, augmented by 0.5 to avoid infinities. Each trajectory starts
with the log of the baseline count over the eight-week period before the
study, which was divided by four for comparability. Other fixed covariates
of interest included a binary treatment indicator, the logarithm of age in
years, and either a binary indicator for the fourth visit or the visit number
j after division by ten.

TABLE 5. Estimates ± standard errors for Model III

Parameter NLMIXED GLIMMIX MLwiN MLwiN
(ML) (PQL) (PQL) (PQL2)

Regression coefficients
Constant -1.117±1.182 -1.256±1.220 -1.256±1.220 -1.335±1.239
Baseline∗ 0.884±0.131 0.872±0.136 0.872±0.136 0.881±0.138
Treatment -0.933±0.401 -0.917±0.413 -0.917±0.413 -0.929±0.420
Bas∗×Trt 0.338±0.203 0.331±0.210 0.331±0.210 0.336±0.213
Age∗ 0.484±0.347 0.472±0.358 0.472±0.359 0.481±0.364
Visit 4 -0.161±0.055 -0.161±0.055 -0.161±0.055 -0.161±0.055

Variance component√
θ0 0.503±0.059 0.524±0.062 0.524±0.059 0.529±0.060

∗ log transform

With yij now denoting the seizure count reported at the jth visit by
the ith patient, assumed to have a Poisson distribution after condition-
ing on the random effects, two models of interest were Model III: log
E(yij |bi) = xTi α + b

0
i and Model IV: log E(yij |bi) = xTi α + b

0
i + b

1
i j/10.

Model IV was the more interesting in that it provided for a patient specific
random slope and intercept, assumed to follow a bivariate normal distribu-
tion, to model the trends in the trajectories. Results of fitting these models
using the NLMIXED and GLIMMIX procedures in SAS, and the PQL and
PQL2 methods in MLwiN, are shown in Tables 5 and 6. There was remark-
ably good agreement in estimation of the regression coefficients and their
standard errors. By contrast to the previous example, PQL2 produced re-
gression coefficients slightly closer to those of ML than did PQL. The PQL2
estimates of the variance components, however, were slightly further from
the ML estimates. The high (0.4 or so) within cluster (patient) correlation
in the log epilepsy counts is reflected in the large, and highly statistically
significant, estimates of variance components.
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TABLE 6. Estimates ± standard errors for Model IV

Parameter NLMIXED GLIMMIX MLwiN MLwiN
(ML) (PQL) (PQL) (PQL2)

Regression coefficients
Constant -1.368±1.201 -1.267±1.215 -1.268±1.215 -1.361±1.241
Baseline∗ 0.885±0.131 0.870±0.135 0.870±0.135 0.882±0.138
Treatment -0.929±0.402 -0.910±0.411 -0.910±0.411 -0.922±0.421
Bas∗×Trt 0.338±0.204 0.330±0.209 0.330±0.209 0.335±0.214
Age∗ 0.477±0.354 0.463±0.357 0.463±0.357 0.472±0.364
Visit/10 -0.266±0.165 -0.264±0.157 -0.264±0.157 - 0.267±0.160

Variance components√
θ00 0.502±0.059 0.521±0.062 0.521±0.061 0.527±0.063

θ01 0.003±0.089 0.002±0.090 0.002±0.088 0.005±0.091√
θ11 0.729±0.157 0.737±0.157 0.737±0.162 0.756±0.165

∗ log transform

6 Further Simulations with Binary Outcome Data

To further evaluate the bias of PQL estimates of variance components with
binary outcome data, and assess the degree of correction afforded by CPQL,
a new series of simulation experiments was run using a variant of a model
originally proposed by Zeger and Karim [50] for clustered data. Each ex-
periment involved K clusters of constant size n. Binary outcome variables
yij for i = 1, . . . ,K and j = 1, . . . , n were generated according to the
hierarchical model

logitE(yij |bi) = α0 + α1tij + α2xi + α3tijxi + bi,

where the tij were unit level covariates that were randomly generated from
the uniform distribution on the interval [-12 ,

1
2 ], the xi were subject level

covariates of which the first half took the value 0 and the remainder the
value 1, and the bi were independent, normally distributed random effects
with mean 0 and variance θ. The parameter values were α0 = -0.5, α1 = 1,
α2 = -1, α3 = 0.5 and θ = 1. The number K of clusters was 50 or 100 and
the sample size n per cluster ranged between 2 and 40. Each experiment
was replicated 200 times at each parameter setting.
The results in Figure 3 demonstrate the substantial bias in the PQL esti-

mates. With matched pairs of binary outcome data, the true variance of the
subject specific effects was underestimated by about a half.[6] Even with as
many as 40 observations per cluster, the variance was still underestimated
by 6%. The degree of bias was affected more by cluster size than by the
number of clusters. Indeed, it was worse for K = 100 than for K = 50.
When α0 = -2.5, the bias in θ̂p with n = 40 was closer to 10%.
CPQL substantially reduced the bias, overcorrecting with 50 clusters
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FIGURE 3. Mean values of estimated variance component
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of size 2. However, the slow rates at which the averages of the PQL and
CPQL estimates approached the true value 1 suggests that cluster sizes
might need to be quite large to eliminate entirely the bias in the variance
component. As noted previously [6, 24], the bias in the regression coeffi-
cients is unimportant once the variance components have been estimated
correctly.

7 Higher Order Laplace Expansions

The integral in the expression (1) for the likelihood has dimensionality
equal to the number of random effects and hence, for many problems of
interest, increases with the sample size n. Shun and McCullagh [42] and
Shun [41] noted that the standard Laplace approximation failed to have
an asymptotic (n ↑ ∞) justification in such circumstances, and derived
a remainder term that improved its performance. Raudenbush, Yang and
Yosef [39] developed a systematic approach to higher order Laplace expan-
sions, and provided details for two-level models involving a series of clusters
of independently distributed observations. Here we consider the simplest
case, the GLMM with canonical link function where each cluster has a
single random effect, in order to illustrate the potential of this approach.
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Suppose then that the likelihood may be written

L(α, θ) =
K

i=1

Li(α, θ) =
K

i=1

1√
2π

exp fi(α, bi)− 1

2θ
b2i dbi,

where K is the number of clusters, the bi are K independently distributed
random effects from a normal distribution with mean 0 and variance θ and
the conditional log-likelihoods are

fi(α, bi) =
φ

ai

ni

j=1

[yijη
b
ij − δ(ηbij)] + γ(yij ;φ)

with ηbij = xTijα + bi denoting the linear predictor and ni the number of

observations in the ith cluster. Let b̃i = b̃i(α, θ) = argmax[fi(α, b)−b2/(2θ)]
denote the PQL estimate of the ith random effect and define

f̃
(k)
i =

∂

∂β

k

fi
b=b̃i

and

vi = − f̃
(2)
i −

1

θ

−1
=

θ

1− θf̃(2)i
.

Then, using a Taylor expansion,

Li =
ef̃i−b̃

2
i /(2θ)√
2πθ

exp − 1

2vi
(b− b̃i)2 +Ri(b) db,

where Ri(b) =
∞
k=3 Tki(b) with Tki(b) = f̃

(k)
i (b− b̃i)k/k!. It follows that

Li =
vi
θ
ef̃i−b̃

2
i /(2θ)Ei 1 +Ri(b) +

1

2
R2i (b) +

1

3
R3i (b) + · · ·

=
vi
θ
ef̃i−b̃

2
i /(2θ) 1 + Ei(T4i) + Ei(T6i) +

1

2
Ei(T

2
3i) + · · ·

where Ei = EN (b̃i,vi) denotes expectation with respect to a normal distri-
bution with mean b̃i and variance vi.
We evaluate the higher terms in this expansion, and note their asymptotic

order in terms of θ ↓ 0 and the cluster-specific sample size n ≡ ni ↑ ∞:

Ei(T4i) =
θ2f̃

(4)
i

8[1− θf̃(2)i ]2
= O θ2 × O

1

n

Ei(T6i) =
θ3f̃

(6)
i

48[1− θf̃(2)i ]3
= O θ3 × O

1

n2

1

2
Ei(T

2
3i) =

15θ3[f̃
(3)
i ]

2

72[1− θf̃(2)i ]3
= O θ3 × O

1

n
.
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Quartic expansions, i.e., those involving terms up to Ei(T4i), were consid-
ered by several groups interested in approximations valid for small variance
components. [43, 27, 6, 24] However, these are inadequate for larger values
of θ no matter what the sample size in each cluster. Approximate infer-
ence based on terms up to sixth order, as shown, has been implemented for
the logistic-normal model in version 5 of HLM.[38] Terms of all orders, for
both univariate and multivariate normal random effects distributions, are
available in principle.[39]

TABLE 7. Results of a simulation study of integral approximations
Para- True
meter value PQL GH-20 L-6

Averages of estimates
α0 -1.200 -1.090 -1.205 -1.201
α1 1.000 0.900 1.015 1.003
α2 1.000 0.911 0.998 0.998
θ00 1.625 1.275 1.655 1.635
θ01 0.100 0.054 0.100 0.096
θ11 0.250 0.161 0.256 0.267

Mean squared errors
α0 -1.200 0.027 0.020 0.019
α1 1.000 0.024 0.018 0.016
α2 1.000 0.116 0.005 0.005
θ00 1.625 0.152 0.063 0.056
θ01 0.100 0.008 0.012 0.011
θ11 0.250 0.113 0.007 0.008
Source: Raudenbush, Ying and Yosef [39]

Table 7 reports results of a simulation study of three estimators of para-
maters in a logistic-normal random intercepts and slopes model with binary
outcomes.[39] Here the K=200 clusters were intended to represent commu-
nities, in each of which n = 20 observations representing children were
sampled. Both child and community level covariates were generated from
normal distributions. The intercept (mean α0) and slope (mean α1) of the
regression on the child level covariate were allowed to vary from commu-
nity to community with variances θ00 and θ01, respectively, and covariance
θ01. In addition to PQL, the estimation methods included 20 point Gauss-
Hermite quadrature using software developed by Hedeker and Gibbons [18]
(GH-20) and the sixth order Laplace expansion as described above (L-
6). Although the average estimation time for quadrature was substantially
higher (720 seconds) than for the Laplace approximation (35 seconds), the
latter method proved to be at least as accurate.
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8 Conclusions

The implementation of the PQL algorithm in several commercial software
packages has stimulated interest in the procedure and encouraged the use
of GLMMs in a wide variety of scientific fields. This review was motivated
by the desire to further evaluate the accuracy of the inferences that result
from its use in settings that are typical of current practice.
PQL yields the standard REML estimates for normal theory, linear mixed

models. In view of the correspondence between mixed models and smooth-
ing splines, it therefore also provides correct inferences for normal theory,
semiparametric linear mixed models where certain fixed covariate terms
are replaced by nonparametric smooths.[25]
The illustrative analyses presented in §4 and §5, and simulations based

on those analyses, suggest that PQL performs adequately for GLMMs with
categorical outcomes provided that the nominally Poisson or binomial ob-
servations have distributions that are approximately Gaussian. Experience
suggests that the algorithm provides reasonable approximations for Poisson
outcomes provided that their means are generally greater than 5. An even
lower cutoff may be adequate for many problems. With binomial outcomes,
a rule of thumb might be that the expected numbers of “successes” and
“failures” for each observation should also generally exceed 5. This means
that the binomial denominators should be at least 10 for reponse proba-
bilities in the midrange, with larger denominators needed if many of the
probabilities were near 0 or 1. This is not all that different from standard
guidelines for the practical adequacy of approximate inference procedures
such as chi-squared tests for the analysis of contingency tables. However,
one cannot hope to have a simple rule cover all contigencies.
For many of these situations where PQL performs well, application of

the corresponding linear mixed model (LLM) to transformed outcome data
likely will also be adequate. However, results [4] quoted at the end of §4
suggest that, for some sparse data situations, PQL will perform adequately
whereas the empirical transform approach may not.
Where PQL has the greatest difficulty is for the analysis of binomial

outcomes based on small denominators, especially binary outcomes. With
clustered data, the critical feature is the number of conditionally inde-
pendent binary observations per cluster. As the within cluster sample size
increases, so does the information for prediction of the unobserved random
effect. The within cluster sum of conditional deviances is then well approx-
imated by a quadratic function of the random effect b, and the cluster’s
contribution to the likelihood (1) is well represented by its Laplace approx-
imation. Lee and Nelder [22, 23] state asymptotic results that formalize
this intuition.
As the simulations in §6 and similar evaluations by other authors demon-

strate, however, the within cluster sample sizes may need to be quite large
indeed before the asympotic results hold and the variance components are
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correctly estimated. Several groups have developed refinements or modifi-
cations to the PQL algorithm in an attempt to improve its performance
in this setting. As shown in §6, multiplicative correction of the estimated
variance components using CPQL can substantially improve performance
in some situations. The PQL2 procedure available with MLwiN likewise
improved performance in simulations conducted by its developers.[16, 37]
An improved methodology for variance components has also been proposed
for “h-likelihood” estimation, the generalization of PQL for HGLMs.[23]
One or more of these modifications should definitely be implemented

when analyzing small clusters of binary outcome data using PQL. Since
some uncertainty may remain as to whether or not significant bias persists,
however, recourse should likely be made also to one of the presumptively
more accurate methods developed during the past several years. The adap-
tive Gauss-Hermite quadrature procedure now available with SAS PROC
NLMIXED should suffice for many multi-level, clustered data problems.
It is still restricted, however, to situations where a very small number of
correlated random effects is observed within each cluster. As illustrated
in §7, the higher order Laplace methods developed by Raudenbush, Ying
and Yosef [39] hold promise for the analysis of clustered data with higher
dimensional random effects. Further commercial implementation of this
approach would be desirable, as would implementation of the automated
Monte Carlo EM algorithm [3] mentioned briefly in §2.
Finally, for time series, spatial statistics and crossed designs, where it

is not possible to reduce the dimensionality of the integrations, approxi-
mation based on MCMC simulation is at present the only viable general
approach. It is to be hoped that programs for maximum likelihood esti-
mation using this approach will soon become available, as they have for
Bayesian inference.
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