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Statistical Measures for Admission Rates

I. Introduction.

Frequently in health services literature a reader is asked to compere
two groups of people, or two delivery systems, on the basis of hospital
admission rates. Table 1 is an example of such rates, using data from the
Seattle’Prepaid Health Care Project which compared utilization under a prepaid
group practice (PPG) to that oan fee-for-service system (FFS). We note that
in all but one subcategory (males over 45) the admission rate is higher for
the FFS enfollees, and may conclude that admission rates were higher under
FFS. The intent of this paper is not to interpret these findings, which have.
been ehown elsewhere [1]. Rather, we wish to illustrate the problems inherent
in generalizing data presented in this manner to enother setting or time.

.[Table 1 about here]

-First, note that the number of persons and the length of time they were
studied are not shown. This is serious, since we would hesitate to generallze ,
from findings Based on small numbers. (The study discussed here followed about
8,000 people for an average of nearly two years, or about 16,000 person-years,

which seems a fairly large base.) Second, as is often the case with studies

'involving admission rates, no measure of variability is shown. We thus do

not know how much these rates might change if measured at another time or
setting, or if the differences shown are statistically 51gnificant. This

omission is frequently justified on the basis that large differences, which

‘are of greatest interest, are surely statistically significant because of

large sample sizes. Unfortunately, this is not usdally the case.
In Table 1 the admission rates varied a good deal by age and sex cate-
gories. ' In Table 2, rates are shown for the two plans by calendar year.

Across the four years the PPG rates varied by as much as 28.6 admissions, and
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TABLE 1

ANNUALIZED ADMISSION RATES PER THOUSAND ENROLLEES PER YEAR
BY AGE, SEX, AND PLAN. (EXCLUDING OBSTETRICAL ADMISSIONS)

SEX MALE FEMALE TOTAL
PPG FFS PPG FFS PPG FFS
AGE
0- 4 86.3 132.7 84.4 101.7 85.3 117.4
5-19 42.1 68.8 70.9 81.9 56.1 75.7
(32.1) ( 59.8) (37.2) ( 64.2)
20-44 53.5 77.9 217.9 282.6 143.7 194.6
(95.1) (198.0) (76.3) (146.4)
45+ 243.8 141.1 170.9 239.0 197.8 201.4
(238.0) (200.8)
TOTAL 72.0 89.5 143.6 182.3 110.1 140.4
(83.3) (144.4) (78.0) (119.6)
PPG = Prepaid Group Practice

FFS Fee for Service
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the FFS by 10.1 admissions. Further, differences between the plans varied
from 10.3 to 47.8 admissidns, a range of 37.5 admissions per thouéand, which
is quite large relativé to the differences observed between the plans in any
year. Thus, even for relatively large patient groups, as in this study, thefe
is a good deal of variation within and between plans, which must be considered
in projecting current findings.

[Table 2 about here]

Standard errors, confidence intervals, and significance tests are probably
omitted not because they are not needed, but more likely because the nature of
the data used forvcomputing'admission rates often dbes not allow thg computa-
tion of a "correct" measure of variability. However, in these situations,
an ad hoc variance estimate would be of use if its properties were known.
Here; we address this need, showing appropriate variance estimateé in a variety
of situ#tions where.they exist; and sugéesting other methods for data which
do not satisfy the requirements of the former methods. Project data are used
to illustrate the methods as well as to compare competing approaches where
there is not theoretically correct estimate of the variance. To the extent
that othef daﬁa are similar to ours, this empirical evidence should provide
guidance for other researchers.

For the purposes of this paper the study grouﬁ is considered to be a
large random sample from an infinite populatioh of similar people with similar
access té care, at this.or a fuﬁure time. The study time for each person may’
bg fixed or raﬁdom. We assume that_there is an underlying parameter §f interest,
namely the mean' admission rate per unit of time{v We rely on large sample theory
and ésympfotic normality for some of‘the results shown, which is proBably justi-
fiable in most studies using.admission rates.

Notation to be used in the remainder of the paper is shown here. Consider

person 1, studied for ti months, who had Xi admissions. The total number of

people studied is N.
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ADMISSION RATES

1

TABLE 2

PER 1,000 BY CALENDAR YEAR AND PLAN

PLAN RATIO DIFFERENCE

YEAR2

PPG FFS FFS:PPG FFS-PPG
1971 99.2 146.8 1.48 47.6
1972 93.5 141.3 1.51 47.8
1973 126.4 136.7 1.08 10.3
1974 122.1 140.0 1.15 17.9
TOTAL 110.1 140.4 1.28 30.3
RANGE 28.6 10.1 37.5

1 Computed using ratio method, all 8,737 people, all

admissions divided by all exposure

2 "Calendar year" from February 1 through January 31.
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For this study population the mean number of admissions and mean stud? time, .

X and t, and the sample variances SZX and szt'are computed in the usual way.

In addition we define the total number of admissions A= g Xi'
iél,

A subgroup of interest is the people with one or more admissions. In our
notation there are n such people, with X and s2 referring the sample mean and
variance of their admissions. Finally, let £ = n[N be the fraction of the
study group with one or more admissions. In many studies,‘not all of this
information is available.

The“underlying adﬁissipn rate per m&nth, R, is estimated in some manner
from the data available. The estimate, R, has a variance \Y (ﬁ ). Assuming
normality, we may test for thé equality of rates Rl and R, using the statistic:

A A

z= R -R,

./T(Rl) + V(ﬁz)

A 957 confidence interval for the difference in two monthly rates is thus

~

N 6 A o)
R, - R, +.1.96/V(R;) + V(R,)

Similarly, the 95% confidence interval for a single rate ié:

21196 VA
Although we discuss monthly rates in this paper, different units of.time may
be used. For instance, the 95% confidence interval for the difference in two

"rates per thousand per year" is:

12000 R, - 12000 R, + 1.9 (12000) \ vR) + V&Y .

The preceding notation is used in Section 11, where rate and variance
estimates are shown for various situations. Section 11T discusses patients

days, and Section IV summarizes the need for such measures.

-6-"
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II., Estimates, Confidence Intervéls, andLSignificance Testing
In this section we consider several meéhods of estimating an admission

rate (per month) and its associated variance. One well-established estimate,
the ratio estimate, is shown and used as a standard for comparisom to two other
methods which'webcall person-based ("P") estimators and FEHBPUS ("F") estimators.
The ratio method is theoretically appropriate but requires a good deal of con-
trol over the data and may be inconvenient to use; P-estimates are not as well
understood, and require equal control of the data, but may be more convenient
than the ratio estimates; and, the Ffmethodvrequires only totals, but is based
‘on an assumption which is often injuriously incorrect. Based on empirical and
theoretical analysis we conclude that with some adjustments all of these methods
have similar performance, and might be used in various circumstances. Special
methods are shown for the case when at most one admission is possible.

(1) - Ratio Estimator

If the admission rate per month is estimated as:

A_ X
R = =
- (1)
a'good'approximation for the variance of the estimate [ 2 ] is
2 A2 2 ‘ '
s + R's -2 ﬁ‘r s, S
x h

VR % £ e (2)

-2
Nt

where Tye is the sample correlation coefficient between X and t.

The variance eétimate is biased and its distribution skewed, but both of these
defects are uﬁimportant for the large sample sizes usually cpnsidered. (In
particulaf,.the coefficient of variation for t and X should be below b.l).
Thus, this method is appropriate in most situations.

The ratio method has, however, several disadvantages. The first is the

rather_strihgent data requirements: for each subgroup of people it must be

http:/ /biosta.ts.bepress.com/ uwbiostat/paper24
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possible to compute the variance of the éxposure, the variance of the numbér
of adﬁissions, and the correlafion between exposure and admissions. This is
often not.possible due to the form of the data. Second, even if all of’ the
data are available, the method is inconvenient if large numbers of rates are
to be estimated. In sections (2) and (3) wé present methods which, though
less theoretically appropriate, do not have the drawbacks of the ratio method.
Here we suggest some special cases where the_ratio method may be more easily
used.

(a) Constant exposure. Note that if all people are observed for the

same period of tiﬁe, t, the variance of t is zero and we have:
S2 ‘ .
A X
VR) = — ‘ (3)
Nt

‘(b) PositivevCorrelation. Unleés'the period of observation, ti, is
truncated when a person has an admission, the correlation between X and t
will be positiye. It is then cpnservat}vé to delete the final term of (2),
and correlation coefficients need not be computed.

(c) 1If the regression of X on t passes tHrough the origin, then it is
cénservative to drop the two final-termsvof”(Z), leaving the form (3). {In
this case, ﬁ is an unbiasea estimate of R.)

(d) If an admission can occur at most once for each person, (Xi = 0 or

1);-52X may be computed knowing'ohiy the proportion of people with anvadmissiqn:
2 _
sy = f (1-f).
(e) .vasz is unknown, it may be calculated using only the people who

X

had an admission, rather than requiring the entire study group. In many studies
it would be relatively simple to compute X and 52, the sample mean and'variancé
for the n utilizers only. Then we have:

-8- ‘ .
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(N-n) nv;2

N

+ @1s2 | @

‘n x
N

»|
n

and szx = (N-l)-l

or

X s2 n FO-F)%2 + f s°.

X X

[
rh
»
)
=3
.

(f) Finally, if 52t is unknown it may be approximatéd. If the model in
(b) above is ﬁsed, it is conservative to use an extimate of szt which 1&g too

large. If the largest and smallest observation times are known, we have:

(2) Person-based estimates (P-estimates)

This method computes an estimate of the admission rate for each person i

R, = Xy / €, -
The over-all admission rate is then estimated as the mean of the individual

estimates, or

A

X
R=R= . —j—'-
1 t

1 i=1 "i

Z |-
Il M‘5

A 1
Ry * X

[ o I=

i

The variance of R is estimated in the usual way,

V,® z(ﬁi-i)z .
NON-1) N

1f ti is éonstant, tﬁe ratio and P-method are equivalent.

The P-estimate is appealing because of its relative simplicity; once ﬁ; is
computed for each person, the mean and variance of admission rates for subgroups
may be estimated directly simply by taking the mean and variance of this new
variabie, rather than réquiriﬁg special calculations. Iﬁ addition, thg P;estimate

provides an estimated admission rate for each person,. which may be used in more

detailed,multivariate analysis.

-9—,
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There are several drawbacks to the f—estimate. First, note that the data
requirements aré equally stringent to those of the ratio estimator, since Xi
and ti must be known simultaneously for each person. Second, the properties
of the estimate are not known, and large bias is possible. Thira, the rates
computed for each person are poor estimators of that person's likelihood of
admission, because of the low probability of admission and the short time
the person is followed. This variability is greater for persons with low exposure.
To deal with this prdblem we eliminate all people with 12 months or less of
exposure, as these should have the highest variability. The person-based
estimate using ali people is referred to as the P-All estimate; that using only
peoplé with greater than one year of exposure is called the PGl estimate.

Utilization data from the Seattle Prepaid Health Care Project are used to
examine the efficiency of the P-all and PGl methods, relative to the ratio method.
Table 3 shows the distribution of the stﬁdy group by age, sex, and plan, also
showing the numbervwith more than 12 months of exposure.

[Téble 3 about here]
‘Table 4 shows the difference in admission rates for ‘the two plans using

tﬁe ratio, P-all,_and PGl methods.. Note that there afe large discrepancies
between the P-all and the ratio estimates, but fhat tﬁe_agreement between the
PGl and ratio estimates is quite good. This suggests that the people with lower
exposure were indeed contributing to the variﬁbility of the P-all estimate.

| [Tagle 4:about herel

In Table 5, the variance estimatesare compéred by examining the standard

error of the plan difference for the three methods. Un&er the column labelled
"A11," including all people, the P-all standard error is seen to be considerably
larger fhan the ratio standard error in most cases, again suggesting‘thatvpeople
with low exposure cause high variability. When only people with above 12 months

‘are considered, however, the PGl and ratio standard errors are quite similar.

- The greatest discrepancies occur in categories with small numbers which is to
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TABLE "3
NUMBER OF PEOPLE USED TO CALCULATE ESTIMATES BY AGE, SEX, AND PLAN:

ALL PEOPLE, AND ONLY THOSE WITH MORE THAN TWELVE MONTHS OF EXPOSURE

All People 212 Months Exposure

Sex Age PPG FFS PPG EFS
Male 0-4 121 275 80 163
5-19 471 973 396 ~ 8l4

20-44 475 909 378 677

45+ 128 . 378 101 - 328

Total 1195 . 2535 955 1082

Female 0-4’ 143 262 89 . 157
' 5-19 425 : i012 357 863

20-44 581 1147 459 867

45+ 189 | 532" 157 438

Total 1338 2953 1062 2325
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TABLE 4
PLAN DIFFERENCES IN ADMISSIONS PER THOUSAND BY AGE AND SEX

" ESTIMATED BY THE RATIO P-ALL AND PGl METHODS

All People >12 Months Exposure
Sex Age
o ' Ratio P-All Ratio PGl
Male 0-4 | -57.4 -94.0 -60.1 -58.3
5~19 -26.0 - =26.1 -25.5 -21.4
20-44 —26.6 ~43.6 ~21.6 -24.4
45+ | 110.9 - 73.9 : - 128.6 98.5
Total ~16.9A ~34.0 -11.8 -16.1
Female 0-4 ‘ ©22.6 '76.8 12.1 33.1
5-19 -29.3 -45.,1 -27.8 -29.5
20-44 ~44.8 -27:.8 -56.1 ~58.6
45+ -64.5 -103.0 -49.8 -51.2
Total -34.4 -31.6 -36.1 -34.5

Hosted by The Berkeley Electronic Press
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TABLE 5
STANDARD ERRORl OF PLAN DIFFERENCE IN ADMISSIONS PER THOUSAND
BY AGE AND SEX: ALL PEOPLE AND ONLY THOSE

WITH MORE THAN TWELVE MONTHS OF EXPOSURE

All - > 12 Months Exposure
Sex Age
Ratio P-all RatiL PGl
Male 0-4 53 58 60 51
5-19 o . 1 11 12
20-44 13 16 13 12
45+ 49 62 50 53
Total 10 12 10 10
Female | 0-4 36 71 | 38 51
5-19 11 16 . 12 A 13
20-44 _25 . 29 | 26 28
45+ 43 | 48 a4 45
Total 14 | 17 14 15
1 Standard Error Difference .= \ls.e.z. + As.e.'2 :
GH KCM/BC
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be expected.

Based on these empirical results, we'suggest that PGl estimates_may be
used as well as ratio estimators, with some gain in the ease of calculation
and further analysis, and without a good deal of loss in terms of variabilitj.
1f, however, it is not practical to discard persons with one year or less of
e#posure, the'rétio estimator is probably preferable, aslrates-including these
people .appear too variable to use.

[Table 5 about hére]

(3) The F-method

'In ;he preceding sections we showed two rate estimates which were.appropriate
in maﬁy'situations but which required that a record must exist for each person
with his exposure and number of admissions. Unfortunately, this is not always
the éase; frequently only A, the total number of admissions, and NE, tﬁe_total
monfhs of exposure, are known. In this situation researchers commonlyvpreéent
no measurés of variability. One other aﬁprbacﬁ, however, was suggested in the ;
FEHBPUS study [3]. We sﬁall describe this "F-estimate", show some problems
with its use, and provide recommendations for sélviﬁg these problems.

Here, a ﬁerson—week of exposure is considered-to'be a unit of time with‘a
certain probability of admissiqn, but with virtﬁally.no probability of two
admissions. (This ﬁay not be a good model for maternity admissions, where we
have frequently seen two in the same week.) If p is the probability of an
admission in bne week, and ti is the number of months studied, then-4.33.tvi

is the number of person-weeks for person i, and

A'_ number of admissions A
P = person-weeks observation ' —
: 4.33 Nt

or,

R

4.33
because of the change from months to weeks. Note that ﬁ is identical to the Ratio

—_—

; [
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estimate; only the variance computation is different. If the number of
admissions in a person-week is the outcome of an independent binary trial with

probability p, then
(1-p)
v (55 =P L1-p)

4.33N t
and
2 .33 Nt-A

@ = @anly @ = —45— &2

: . Nt 4,33 Nt .
which may be.conservatively simplified to:

A
R v | | (6)

N2t2

As mentioned, the variance estimate of (5) was used to test for significant
differences in the FEHBPUS study.

Unfortunately, this model assumee that the pefson—weeks are independent,
when it is intuitively clear that multiple observatiops on the same person are
correlated. As we shall show, this correlafion leads to an under-estimate of
the variance in many cases and hence to confidence iptervals which are too small,
and to too many "significant" results. Further, for surgical admissions it may
gggsfestimate the variance. Still, because of its simplicity, the F-estimate
would be attractive»if the aﬁount by which it underestimates the variance
were known. For this reason we examiﬁe the reiation of‘the~F—variance to the
Ratio variance, Which is theoreticelly appropriate, and study its properties
empirically. : | )

The two es;imates may be compared theoretieally in the case where ti is

constant. - Here, the ratio variance, V

R’ is obtained from equations (3) and (4),

and VF from (5). TheirAratio{

o 1T .
—V——= (l—f);'l"i . .33 ¢ '\’4(1_f);+

F x 1433t - £x X

http:/ /biostz}ts.bebress.com‘/ uwbiostat/paperz4
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should be approximately 1.0 if VR and VF’estimate the same quantity. However,
this ratio is clearly a function of the p;oportion of people with an admission,
f, and the readmission rate. . If there are no réadmissioﬁs (as in surgical
cases),'then'; is identically one and s2 is zero; if the'period studied is
greater than 1 week then the ratio tends to (1-f), showing that VF is too con-
servative, or small relative to VR' If the ﬁrobability of readmission is high,

- 2
however, x and s~ will increase, and V

¥ will be too small, or an anti-conserva-

tive estimate of the variance. Thus, for a fixed time period,. the appfopriate—
ness of the F-method depends on the probability of readmission, which is similar
to the independenée of person-weeks. We next consider empirical eyidence on

the performance of the F-method when t may vary, and also study how iarge x

and s2 may be in several situations.

‘'Table 6 shows VR/VF, the variance gatio, calculated from self-reported
data on the number of admissions in the 12-monthspreceding project enrollment.
Approximately ten percent of the people reported admissions; 16% of those
admitted were readmitted at least once, with x = 1.32. Since the period of
obServgtion is constant for these data, the ratio of fhe two variances reduces
to szx 7 X, which would be about 1.0 if the_number of admissions per year had
a Poisson distribution. However, in Table 6 most of fhe'ratios shown are on
the order of 2.0, showing that the F-estimate is only half as large as it
shquld have been, and that the Poisson model does not hold.l

- The groups of Téble 6 are heterogeneous, suggesting a large value
of s X ° When the population was subdivided into 16 subgroups by age, sex,
and plan, onIy four of the variance Fatios cglculate& were as large as 2,

showing that the F-estimate is more conéervapive for homogeneous subgroups,

1The number. of admissions seems rather to have a negative binomial distribution,
which results when admissions have a Poisson distribution but individuals do not
all have the same parameter value.

Ho;ted by The Berkeley Electronic Press
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TABLE 6

Variance Ratio VR

,VF

Computed from self-reported data* prior to

Program Enrollment

"R
Group n VF
All . 6083 2.2
Male 2796 2.3
Female 3287 2.1
fPG 1807 | 1.2
'FFS 4276 2.5
Age < 20 2606 1.7
Age >2D | 3477 2.3

* 12 month recall. All admissions
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where szx'is smaller. The variance ratio was very nearly a function of the

maximum number of admissions per person observed. Based on our data, it

appeared that a useful approximation was:

VR :
V; =h= '8‘+ 'Z(Xmaximum)’. @
which gives h = 1 in the case of no feadmissidns, when X is 1.0.
maximum

[Tabie 6 about here]

The previous example used self-reported data over a fixed time period,
where we had predicted that fhe F-estimate of the variance would be too low
if there were readmissions. We next consider a set of data generated by people
enrolled in the project‘which is provider reported, and where the length of
time each person was studied vafied from 1 to.48 months. Approximately 137%
of the PPG and 16% of the FFS enrollees had an admission. The mean number
of admissions per admitted person was aﬁout 1.5; and, about 27% of those ad-
mitted were readmitted. VSince exposure time is not conétant, and the information
source and access to care are différent, we would not be surprised to find very
different results for these data; however, Table 7 shows that the ratio of
the two variance estimates again appears to be near to 2.0 in most of the
comparisons. In éddition, when more homogeneous age/sex/plan subgroups were
examined it was seen that these, too, ﬁad'smaller varignce ratios and that
these, too, were fairly well predicted by equation (7).

| {Table 7 about here.]

The similarity in the results of these two very different data sets suggests
that it ﬁay be safe to use the F-estimate, but that the variance estimate should
be adjustéd_in the case where multipie admissions are possible. We suggest
using: |

a 

zi:»'
ot

(8)

and

g

A
R)

<

adjusted 2—=2

Hosted by The Berkeley Electronic Press
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TABLE 7

Variance Ratio VR

Vr

Computed from Provider Reported Data

During Program Enrollment

‘Group
FFS - PPG
" Total months - All Male Female Male  Female®
enrollment '

1-12 ' 1.6 1.8 1.4 1.0 1.5
13-24 1.9 1.3 © 2.0 2.0 2.0
25-36 1.7 1.4 1.7 1.9 3.0
37-48 2.5 2.9 2.2 1.8 1.9

1-48 2.0 1.9 2.0 - 1.8 2.4

N 5488 2534 2954 1195 478

*First 24 months include obstetrics. "Total" for 25-48 months only.
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where it is probably-séfe to . use the'YalQe of 2 for h; or if
the maximum number of admissions per person is known, one might use equation
(7) to choose a better vaiue for h.

Admittedly, these empirical results may vary considerably for other dafa;
however, in the case where only totals are known for admissions and for expoéure
the F-estimate (adjusted) may be the only way of providing a measure of varia-
‘bility for the rate estimates.

Table 8 shows the staﬁdard error of the esfimated plan differences calcu-
lated By three methods: the ratio method, the F-method, and the F-method ad-
justed, with h = 2.0. These are shown in homogeneous age/sex categories as
well as over-all by sex. - Note first that, as discussed above, the F-estimates
are much smaller than thelratio estimates due to the number of readmissions.
These differences are large enough to have caused spuriously signifiéaﬁt test
statistics.1 In the final column, however,.we note that the F-adjusted estimates
compare‘qui;é favorably with the fa;io estimates, suggesting that these adjusted
variance estimates are useful. Further investigation might have shown that a
smaller value of h could be used fof the homogeneous subcategories.

[Tablé 8 about here]

4) Spécial Method for "Surgicéi Admissions."
Occasionaily we are interested in.a type of admission which can occur at
most once.for each person. One example is a surgical procedure where an organ
- is removed. Or, we ﬁight be inferested only in.a person's first admission.
Estimation of these admission rates is comparable to the estimation of a propor-
tion, where the "denominator" is the number of persons initially eligible for

the procedure., We first assume that the number of people at risk is known.

1The data of the FEHBPUS report were re—examined using (8) with h = 2.0. 1In only
two diagnostic categories did differences reported significant fail to be signi-
ficant with the adjusted variance. It was felt that for these two categories it
was virtually impossible to have a readmission, and thus that h = 1 was more ap-
propriate. Thus, if they may be compared to our data, the FEHBPUS results stand. .

1
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Table 8

Standard Error of Plan Difference1 in -
Admissions per Thousand per Month by Age and Sex:

Ratio, F-method, and F-method (adjusted).

Sex Age Ratio FEHBPUS F—adjusted2
Male 0-4 53 36 51
5-19 11 10 14
20-44 13 | 11 16
45+ 49 |l 30 42
Total 10 8 11
Female 0-4 36 97 38
©s5e1 11 10 14
20-44 25 20 28
45+ 43 28 40
Total 14 10 » 14

1Standard Error Difference = V/VV(ﬁl)'+ V(ﬁz)

2Adjusted by V| = V2

-21-
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If a person may have at most one admission (Xi = either 0 or 1), variance
estimates ére readily available in three special cases, again depending on the

organization of the data. In the first case, if each person is observed for

exactly t months, we are in a binomial situation and can easily estimate the
probability of an admission in t months, p.:

A A A LA
P, = A/N ; V(pt) v pt.(l-pt)/N.

For other time units, say ct months, if P, is small we have

A A A 2 (A
Pop = P, 3 V(P ) v ¢ V().

A second special case occurs when a person with an admission is not

observed further, since he is no longer at risk. If all people without an

‘admission are studied exactly m months, then the probability of an admission

in one month, Py> may be estimated as:

A . AN A A

where PMR is the total "person months at risk." If m = 1 this is the simple
binomial case. In other cases, the variance estimaté should be multiplied by
.[1 + ((h_l)(1+3 pl(m—2)/Nm(1—p1)],‘but thié.factor may be omitted unless, say,
N is below 100, p is above .10, or m is above 24 months.

The above assumes that all people were studied for exactly m months.

More commonly, people without an admission are studied for a variable number

of months, ti' In this case, life table methods may be used to show the
ppoportipn with an admission over time. This is felt by some [ 4] to be more
appropriaté than the previous method since the probability of admission in one
month is érobably>not constant_for all of the people studied. 1In life table
termindlogy people are Studiéd until they are lost to follow-up (drop ouf),
censored (the study period énds before the person has an admissidﬁ) or they
die (have ah admission). if we know for eaéh person the mopth he entered the

study, the month of the,admissionn(if not admitted, the month in which he left

|
-22- Hosted by The Berkeley Electronic Press



the study), available computer programs Qill estimate the proportion of a cohort
with an admission by length of time followed. As an example, Figure 1 was used
to compare the proportion of people'with one or more admissions in the two sys-
tems over time, showing that consistently more people in the FFS system had
admissions. Standard errors are available for>each point on the curve, which
allowed us to show that the curves were significantly different except at

month 1. An introduction to life table methods may be seen in [5].

[Figure 1 about here]

Finally, we consider the problem of an unknown denominator. In "surgical”
admissions the cofrect denominator for a réte is the number of persons eligible
for a certain procedure. This number is often unknown and may be substantially
smaller than the number of persons available for observation, depending on the
numbér who had the procedure prior to the study period. For example, as many
as 50% of women over age 50 may not have a uterus apd so are not eligible for
a hysterectomy; for older persons the probability of having intact tonsils or
an appendix may alép be quite low. Since frequently occurring operations are
the most oftén studied, accurate knoﬁledge of the denominator may be an important
problem. | |

Here, we note that two.groups may be comgared,.eQén though the actual
rates cannot be estimatea. We need know only the approximate ratio, K, of
eligibles in the 2 groups. If the groups under consideration are comﬁarable
on other measures, K.may bé taken as the ratio of the number of people in the
two study groups (or,'of’the person—mpnthé of exposure in the groups if these
differ). If the groups are not similar,vit may be possible to find subclasses
of both groups (e.g., by age, sex, health status) where the assertion can be
supported that the proportion of people at risk, though unknown, is épprdximately
‘the same for both groups. Let K = the ratid of the number of study persons |

(or person months) in the two groups:

|
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K= | or K=

Let A1 and A2 be the number of admissions in groups 1 and 2, reépectivély.

We wish to estimate the difference between the (unknown) rates. One
possible measure is 5'"952 prediction interval," where the number of admissions
in one grdup is used to predict a probable range for the number of admissions
in the other group. For example, given Al’ we are 957 confident that A2 will

lie in the interval

A 1.96 V1I+ K VA
Kk ¥ X 1
if the t&o groups have the same admission rate. If A2 is outside this predic-
tion interval, this is equivalent to rejecting (at the .05 level) ;he null
_hypothesis pf equal admission rates. In addition, the prediction interval
provides a measure of tﬁe number of "excess" admissions in .the second group.
Since K, the.ratio of eligibles in the two groups, is known only approximately,
sensitivity analysis should be used to investigate whether small changes in K
would change the conclusions. This is illustrated in the following example.
| [Table 9 about here] |

TaBle 9 shows the admissions for ;he two pians for four types of.surgery:
appendectomy, choleéystectomy,.hysterectomy, and tonsillectomy. The number
of people in fhe<p6pu1ation whovwere‘"at risk," still having'the relevant
organ, was unknown. :For cholecystectomy the denominator is probably near ‘to
the number of persons'observed, since this procedure is not frequently performéd
at yoﬁng ages. For T&A, appendéctomy, and hystérectomy, however, the number
of peop1e>at risk may be considerably smaller than the number of persons under
dbServétion,'since many of the study subjects may ha&e had the procedure.priorv
to this study. Prediction intervals were cqmputed to estimate plan differences.

The enfollment ratio (K) betwéen the‘two plans is 2.2:1, suggesting that

- r :
. =25-

http://biostats.bepress.com/uwbiostat/paper24



Table 9

95% Prediction Intervals for the Number of

PPG Admissions in Four Surgical Categories

Tonsill-

~ Appendec- | Cholescys- Hyster-
tomy tectomy ectomy ectomy
Number of Admissions
FFS A1 ‘ 12 22 44 31
" PPG A, , 4 6 3 5
95% Prediction Interval¥
K=2.0 (0.1,11;9) (3.0,19.0) (10.7,33.3)| (6.0,25.0)
K= 2.2 ' ' (0,11.0) (2.5,17.5) (9.4,30.6) (5.2,23.0)
K= 2.4 (0,10.2) (2.1,16.2) (8.3,28.3) | (4.5,21.3)
Ay 1,96
— 4+ =22 Yy 14K VA
K - K 1
\
i
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" there should be twice as many procedures performed in the FFS group as for the
PPG. The observed number of cases for the PPG is thus considerably lower than
would have been expected for all four categories. The size or siénifiéance of

this difference is next of interest.

Predictibn Intervals are shown for the number of PPG admissions using

K=2.0, 2.2, and 2.4 for sensitivity analysis, as suggested. Note that for

K

2.2, the most likely ratio of eligibles, A2 falls within the prediction
interval for appendectomy and cholecystectomy, but is lower than expected for
hysterectomy and tonsiliectomy. We thus have significant difference for the
final two categories. Note, however, that the number of PPG hysterctomies

is 6.4 visits below the»prediction interval, but that the number of tonsillec-
tomies is only 0.2 from the interval endpoint. When other values of K are
used, the results in the first three categories femain unchanged, but for
tonsillectomies the number of admissions for the PPG would fall within the
prediction interval if the true ratio of eligibles were 2.4:1, rather than the
estimated 2.2:1. We thus have a feeling for the size of the differences in
the adﬁitting.rates in the plans, even thoﬁgh we have not estimated the

rates themselﬁes. |

(5) Hypothesis Testing

The precediﬁg material on rate estimatés‘and their variances makes it

" possible to cbqstrucf éonfidence intervals and test hypotheses, as noted in

the introduction. Since,.however, research emphasis is initially on testing
rather than estiﬁation, we here provide two "quick" significance tests which

can be uséd-in a variety of situations. We consider here that there are two
gfoups ﬁhose’rates are to be éompafed, that‘they have A1 and AZ admission§
respectively, and that the relative saﬁple-size is K, as in the previous section.
Using this ﬁotation, the F—methbd p;ovides a test statistic:

http://biostats.bepress.com/uwbiostat/paper24
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A, - KA ‘
2 (9)

. L -]
Z =
thAl+K2A2

where h can be taken as 2.0 unless there is evidence for'é smaller value,

from the material in section (3). 2 is approximately normaliy distributed
with mean zero and variance oﬁe, and the standard critical values of 1.645 and
1.96 éPply here for one and two-tailed tests, respectively.

A second test étatistic arises from the preceding section on surgical
admissions. The use of K is particularly valuable here since, as was pointed
out earlier, the actual numbers at risk may not be known in this case, but the
rafio may be assumed to be known. If each person has at most one admission,
then: -

Wy

1 K(A1 + A2)

.2
- KA)
2 (10)

has a chi square distribution with 1 degree of freedom if both (A1 + Az)/(l + K)

and (A1 + Az)/(l + K—l) are greater than 5. In the surgical case, where h = 1,
statistics (9) and (10) are virtually the same, differiﬁg in whether the estimate

of the variance for the difference in two proportions should be pooled or summed.

I . _ Hosted by The Berkeley Electronic Press
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III. Patient Days
Measures of variability may be needed for‘patient_days per thousand, or
the number ofbhospitalized days divided by pérson years of exposure. The first
two methods of section II, the ratio and person-based estimators, are also appli-
cable to ﬁatient days data. As before, we compafed the methods empirically on
the Seattle Pfeﬁaid Project Data. 1In tables 10-12 the results are shown for
the Ratio ., the P—a%}, and the PGl estimates for various age, sex, and plan
categories: rates for both planms, their difference D; the Standard error of
the difference, the 3-statistic testing the differences, and 95% confidence
intervals are shoﬁn. The general conclusion to be reached is that the Ratio
and the ?leestimators have similar properties but that, if persons with under
a year of exposure must bé“included, the P-all estimate is much too variable.
'There is no counterpart to the F-estimate for patient days. If it is
not feasible to compute Ratio or PGl estimates We suggest restricting
the study'to.length of stay per admission rather than per person-year, since
measures of vafiability are readily obtainable for this comparison, and analysis
of the admission rates and length of stay separately are essentially equivalent

to a study of patient days.
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IV. Wise Sayings and Conclﬁsions

We noted in the 1ntroductiqn to this paper that admission rates were often
presented and interpreted without the benefit of statistical testing and estima-
tion procédures. This is, of course, appropriate if one wishes only to assess
past performance. However, since one usually wants to generalize to other
‘cases, or to thése groups at a future time, some inferential -techniques should
be used. In the body of the paper, we suggested several ways of estimating
variances, éven in siﬁuations where they are not usually calculated. We now
consider the importance of their application.

Table 1 preéénted annualized admission rates in theAusual form: admissions
per thouéand, ﬁith no associated measure of variability. With the exception‘
of the oldest male category, the admission rate was higher in the FFS system
than‘inAthe PPG system.” We later notédvthat these rates are based on a large
number of people and months,_which strengthens this conclusion. We next consider
statistical éignificance and importance, using the measures of variabiliﬁy
developed above.

Table 13 shows the plan differences (ratio estimate), which apﬁear sub-
stantiél, on the order of 17 admissions pef_thousand for males and 34 admissions
per thoﬁsand for females. The second column of the table éhows the stahdard
errors of the plan differences; which also seem rather large. The third column
.shows the ratio of the first two, labelled Z)which is normally distributed with
mean zero and varian;e 1 if there is no plan difference. For a two-tailed
tést at the .05 level, only five of the fen differences are significantly
different frdﬁ zero. Further, two 6f_the threevlargest differences (males 0-4,
females over 45) are nst significantly diffefent from zero, despite the hopeful
rule of.thumb presented in section I. |

Even where the differenceé are signifiqant, Qe-can not be sure that they

are large or important because of the large confidence intervals afforded by

|
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these data. The two shortest intervals estimate the underlying difference for
males aged 5-19 as between 4.4 and 47.6 admissions per year, and for females

aged 5-19 the difference is 7.7 to»50.9 admissions per thousand. We may feel
confident that FFS has a higher admission rate than PPGP for these two categories,
but the difference may still be too small for policy decisions.

We do.not claim here that admission rates are'not higher in thé FFS group,
since there is a large 1itérature supporting the opposite contention. Rather,
we note that even with large numbers of people and evident differences, statis-
tical significance and importance are difficult to show, and can be demonstrated
conclusively only with larger samples. Thus, the inﬁerent variability in
admission rates is very large, and casual readers should be deterred by this
fact, and demand measuresvof‘this vériabiiity before making conclusions or

decisions based on such data.
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TABLE 13

TESTING AND ESTIMATION OF DIFFERENCES IN
ADMISSION RATES

PLAN DIFFERENCE STANDARD ERROR 95% CI FOR
AGE/SEX (FFS—PPG )1 OF RAW DIFFERENCEl z DIFFERENCE
Male
0- 4 + 57.4 53 +1.08 (--46.5 161.3)
5-19 + 26.0 11 +2.36 ( 4.4 47.6)
20-44 + 26.6 13 +2.05 ( 1.1 52.1)
45+ -110.9 49 -2.26 (~206.9 -14.9)
“TOTAL + 16.9 10 +1.69 (- 2.7 36.5)
Female
0- 4 - 22.6 36 - .63 (- 93.2 48.0)
5-19 + 29.3 11 +2.66 « 7.7 50.9)
20-44 + 44.8 25 +1.79 ( 4.2 93.8)
45+ + 64.5 43 +1.50 (- 19.8 148.8)
TOTAL + 34.4 14 +2.46 ( 7.0 61.8)
1

Admissions per thousand per year
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