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The following conditions are assumed throughout the paper.
(1) Assume that standard regularity conditions for maximum likelihood es-
timate hold.
(2) Define functions
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Assume that they are continuous and bounded for (y,z) € A = [y_,y4+] X
[Z—v Z-‘r] :

Web Appendix: Proof of Theorem 1

Under the assumed conditions listed above, we derive the asymptotic prop-
erties of &(#). For simplicity of discussion, we denote &(f) by & since 6
is known. First, we show the consistency of &. The score function of

o is Uc(f) (a, Sy, Sz) = % >oieq log l(e, Sy, Sz) and pseudo score function

is Ué”(a,éy,gz) = %Z?:l log I(c, Sy, Sz) by substituting Sy (y,6) and
Sz(y,0) in score function by Sy and S z. We have gy() converges in prob-
ability to Sy (-) uniformly in [y_,y+], Sz(-) converges to Sz(-) uniformly in
[2_,2z4], and Uéc)(a,u,v) is a continuous function of w and v. Therefore,

for every «, Uép)(a, Sy, S’Z) converge to U(g{c)(a, Sy, Sz) in probability. This



pointwise convergence implies that the solution to o([p ) (v, Sy, S 7), &, is con-

sistent by the similar arguments to those in Samuelsen (1997).

Next, we show the asymptotic normality of & By Taylor expansion
on the pseudo score function Uép ) (oz,S’y, S 7z) around «g, rearranging and
evaluating it at a = &, we get

~UP{ao, Sy (Yi), S7(X;)}/v/n
S Va{oo, Sy (Y:), Sz(Xi)}/n

n2 (6 — ag)

Since Sy (+) converges in probability to Sy (-) uniformly in [y_, 4], Sz(-) con-
verges to Sz(+) uniformly in [z_, z;], and V, (o, u,v) is a continous function
of uand v, |Vay{ao, Sy (), Sz(2)} — Va{ao, Sy (y), Sz(2)}| converges in prob-
ability to zero for (y,2) € A = [y_, y+|x[2—, z4]. Thus Y} ;" ;| —Vo{ao, Sy (Y;),
Sz(Xi)Y/n and Y1, —Va{ao, Sy (Yi), Sz(X;)}/n are asymptotically equiv-
alent, which by the law of large numbers converges to p?, specified as

} = El=Vafoo, Sy (¥, Sz(X}) = || ~Valoo, Sy (1), Sz(2)}dJay (1,2,0)
where Jo, is the joint distribution of (Y, X, ). Next, we have
nil/ng(ao,S’y,S’Z) = nl/Q/AWa{ao,Sy(y),gz(z)}dJn(y,z,(S)

= 2 /A Walao, Sy (1), $2(2)}dJa (v, 2,6)

+ /2 /A Walao, Sy (v), 52(2)}(dJ — dJay)(y, 2, 6)

= 7a(ap, Sy, Sz) + 1n(ag, Sy, Sz)

where J), is the empirical distribution of J,,. We further decompose 7, into
two terms,

(a0, Sy, Sz) = n'/? /A[Wa{ao,gy(y),gz(?:)} — Wa{ao, Sy (y), Sz(2)}]
(dJn — dJag)(y, 2,9)
0t [ Wafoo, Sy(9). S2(2)}(d = dJay) (3,2,9)
Because Sy — Sy, Sz — Sz, nl/Q(Jn — J) = O,(1), and W, is continuous

and bounded, by the dominated convergence theorem, the first term in 7,
convergence to 0. The second term of 7, is a sum of n i.i.d. random variables



of mean zero and variance p?, so it converges to normal with mean zero and
variance p? by the central limit theorem. Using Von Mises expansion on
(o, Sy, Sz) around Sy and Sz, we get

(00, Sy, Sz) = mn(ao, Sy, Sz) +nl/2/ICY(y)d(§Y—SY)(y)
+ 1/2/102 d(Sz — Sz)(2)
— 0 +n1/2/IC’y (9)d(Sy — Sy)(v)
+ nlf2 / ICH(2)d(Sy — S7)(2)

where ICy and ICy are obtained by differentiating 7{ag, (1 — £1)Sy +
£19y, (1 —e9)Sz + Eggz} with respect to €1 and &9 and evaluating at 1 =
g9 = 0 and ICy (y) = — [¢ J5° Vaa{ao, Sy (u), Sz(2)}jao (u, 2, 8)dzdu and
ICz(z) = =[5 J§° ag{ao,Sy( ), Sz(w) }jao (v, u, 9)dydu. By the count-
ing process asymptotic techniques, n'/ 2{§y(y) — Sy (y)} is asymptotically
equivalent to a sum of n i.i.d. random variables as 3, n~1/2I9(Y;)(y), and
n/2{S,(z) — Sz(z)} is asymptotically equivalent to a sum of n i.i.d. ran-
dom variables as 3, n /2I9(X;,8;)(2). I{ and I9 are martingales, defined

s T()) = —Se ()Y S — Jy 0D ana (X, 5)(2) =

z dNo; (u z I(X;>u)dA2(u
SZ(Z){fo p(ZZuZ,C('z)>u f p( Z>u)C'2§u )} where C2 C_T_Y’ Nh(u) =
I(Y; < u), Noj(u) = I(Z; < u,d; = 1), and A; and Ay are the cumulative
hazard functions for Y and Z. Then we have

mu(a0, Sy, Sz) = [ /A Var{ao, Sy (v), Sz(2) D (Yi) (y)d o (y, 2, 6)

+ [ Vaa{ao, Sy (n), S2()3(Xi,60)(2)dag (9. 2,6)]
A

= V23 LY a0) + (X, 6, a0) }

which is a sum of n i.i.d. random variables. Since ICy and ICy are deter-
ministic functions, the expectations of I and Is are 0. By the central limit
theorem, m, (g, Sy, S 7) converges to normal with mean 0 and variance p3,
specified as

— EYL(Y, a0)+I2(X, 6,a0)}2] = / (11 (y, 00)+ T2 (2, 6, a0)Y2d o (3, 2, 6)

Note that we have proved that m,(ap, Sy, S 7) is asymptotically equivalent
to nl/Q{Z L(Yi, o) + 12(Xi, 0, ) }, and 0y, (v, Sy, SZ) is asymptotically



equivalent to n'/2 > Wodao, Sy (Yi), Sz(X;)}. Since m, and 7, are asymp-
totically independent by the similar arguments in the proof of Theorem 1
in Shih and Louis (1995), n/?(& — ag) converges to normal with mean zero
and variance o2 = (p? + p3)/p}.

The variance estimator 42 can be obtained by replacing J by its empirical
distribution function J,, and Sy, Sz, a by Sy, Sz, &. Specifically,

P = /A ~Va{a, Sy (v), Sz(2)dn(y, 2,6) =

n

. W . 1 o Ay 4 F .
= [ 4.6+ B, 0.0) YA, 20) = - SV a) + B(Xi8,6))

i=1
= S S Ve Sy (%), S2 (X ) (Y))
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where 19 (Y3)(Y;) and I9(X;,6:)(X ;) are the corresponding empirical estima-
tors. Since & — «yp, Sy — Sy, Sy, — Sz, and Vg, Vi1, Va2 are continuous
functions, ﬁ% converges to p%, ,5% converges to p%, and 62 converges to o? in
probability respectively.
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