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Abstract

The Dantzig variable selector has recently emerged as a powerful tool for fitting regularized regression models. A key advantage is that it does not pertain to a particular likelihood or objective function, as opposed to the existing penalized likelihood methods, and hence has the potential for wide applicability. To our knowledge, limited work has been done for the Dantzig selector when the outcome is subject to censoring. This paper proposes a new class of Dantzig variable selectors for linear regression models for right-censored outcomes. We first establish the finite sample error bound for the estimator and show the proposed selector is nearly optimal in the $\ell_2$ sense. To improve model selection performance, we further propose an adaptive Dantzig variable selector and discuss its large sample properties, namely, consistency in model selection and asymptotic normality of the estimator. The practical utility of the proposed adaptive Dantzig selectors is verified via extensive simulations. We apply the proposed methods to a myeloma clinical trial and identify important predictive genes for patients' survival.
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1 Introduction

Technical advances in biomedicine have produced an abundance of high-throughput data. This has resulted in major statistical challenges and helped bring great attention to the variable selection and estimation problem, where the goal is to discover relevant variables among many potential candidates and obtain high prediction accuracy. For example, variable selection is essential when performing gene expression profiling for cancer patients in order to better understand cancer genomics and design effective therapies (Anderson et al., 2005; Pawitan et al., 2005; Potti et al., 2007).

Penalized likelihood methods, represented by the LASSO, have been extensively studied as a means for simultaneous estimation and variable selection (Tibshirani, 1996). It is known that the LASSO estimator can discover the correct sparse representation of the model (Donoho and Huo, 2002); however, the LASSO estimator is in general biased (Zou, 2006), especially when the true coefficients are relatively large. Several remedies, including the smoothly clipped absolute deviation (SCAD) (Fan and Li, 2001) and the adaptive LASSO (ALASSO) (Zou, 2006) have been proposed to discover the sparsity of the true models, while producing consistent estimates for nonzero regression coefficients. Though these methods do differ to a great extent, they are all cast in the framework of penalized likelihoods or penalized objective functions.

More recently a new variable selector, namely the Dantzig selector (Candès and Tao, 2007), has emerged to enrich the class of regularization techniques. Though under some general conditions the LASSO and Dantzig may produce the same solution path (James et al., 2008) and are asymptotically equivalent (Bickel et al., 2009), they differ fundamentally in that the Dantzig selector stems directly from an estimating equation, whereas the LASSO requires the specification of a likelihood or an objective function. Moreover, as the Dantzig selection is a linear programming problem, the computational burden is manageable.

To our knowledge, most work on the Dantzig selector has been performed with fully observed outcome variables. In many clinical studies, the outcome variable, e.g. the CD4 counts in an AIDS trial or patients’ survival times, may not be fully observed. In a myeloma clinical trial that motivated this research, the goal was to identify predictive genes for patients’ survival times,
which were subject to right censoring. Given the infinite-dimensional nuisance parameters in the likelihood function for censored linear regressions, the estimating equation-based Dantzig selector may be a natural choice.

While the vast majority of work in variable selection for censored outcome data has focused on the Cox proportional hazards model (e.g. Tibshirani, 1997; Li and Luan, 2003; Li and Gui, 2004; Gui and Li, 2005a,b), a linear regression model offers a viable alternative, as it directly links the outcome to the covariates. Hence, its regression coefficients have an easier interpretation than those of the Cox model, especially when the response does not pertain to a survival time. Some recent work in censored linear regression can be found in Engler and Li (2009), Cai et al. (2009), Wang et al. (2008), and Ma et al. (2006). To our knowledge, however, results concerning the Dantzig selector suitable for censored linear models are lacking from the literature. Antoniadis et al. (2009) and Martinussen and Sheike (2009) consider using the Dantzig selector to fit survival data and compute the finite sample error bounds of their estimators, but they only deal with the Cox proportional proportional hazards model and the semiparametric additive risk model. Furthermore, large sample properties, e.g. model selection consistency and asymptotic normality, are unavailable.

This paper proposes a new class of Dantzig variable selectors for linear regression models when the response variable is subject to censoring. The proposed method has several attractive features that make it a competing tool for analyzing high-dimensional data with censored outcomes. First, it carries out variable selection and estimation simultaneously, without resorting to maximizing or minimizing a given likelihood function, which is important for some semiparametric models whose likelihood functions are often difficult to specify. Second, finite-sample bounds on the error of the estimator can be derived when $p > n$, which are nearly optimal in the $\ell_2$ sense. Third, we show that a refined version of the Dantzig selector – the adaptive Dantzig selector – can achieve appealing large sample properties when the tuning parameters follow appropriate rates, providing further support for the theoretical basis of the proposed procedures. Finally, the complex regularization problem has been reduced to a linear programming problem, resulting in computationally efficient algorithms.

The rest of the paper is structured as follows. Section 2 reviews the censored linear regression
model and the Buckley-James estimation approach. Section 3 shows the Buckley-James approach naturally leads to a Dantzig-type selector when the number of covariates exceeds the sample size. We show that the resulting estimator reaches the near-optimal $\ell_2$ non-asymptotic error bound. In Section 4, we propose an adaptive Dantzig selector and derive the large sample properties of the estimators. We discuss implementation and the choice of tuning parameters in finite sample settings in Section 5. We conduct numerical simulations in Section 6 and apply the proposal to a myeloma study in Section 7. We conclude with a discussion in Section 8. All technical proofs are relegated to the Appendix.

2 Censored Linear Regression and Buckley-James Estimation

Consider a censored linear regression model,

$$Y_i = X_i'\beta + \epsilon_i$$

(1)

where $X_i = (X_{i1}, \ldots, X_{ip})'$ is the covariate vector for the $i$-th subject and $\epsilon_i$ are iid with an unspecified distribution $F(\cdot)$ and survival function $S(\cdot) = 1 - F(\cdot)$. The mean of $\epsilon_i$, denoted by $\alpha$, is not necessarily 0. Let $\beta_0 = (\beta_{01}, \ldots, \beta_{0p})'$ denote the true $\beta$ and $A = \{j; \beta_{0j} \neq 0\}$ be the true model. Suppose that the response $Y_i$ may be right censored by a competing observation $C_i$ and that only $Y_i^* = Y_i \wedge C_i$ and $\delta_i = I(Y_i^* = Y_i)$ are observed for each subject. We assume that $Y_i$ is independent of $C_i$ conditional on $X_i$. When the response variable pertains to survival time, with both $Y_i$ and $C_i$ measured on the log scale, the model is called the accelerated failure time (AFT) model (Kalbfleisch and Prentice, 2002).

Denote by $e_i(\beta) = Y_i^* - \beta'X_i$, and consider

$$\hat{Y}_i(\beta) = E(Y_i|Y_i^*, \delta_i, X_i, \beta) = Y_i^* + (1 - \delta_i) \int_{e_i(\beta)}^{\infty} S(s, \beta)ds \frac{S(e_i(\beta), \beta)}{S\{e_i(\beta), \beta\}}.$$  

(2)

Clearly,

$$E\left\{\hat{Y}_i(\beta)|X_i, \beta\right\} = \alpha + X_i'\beta.$$

The Buckley-James estimating equation is

$$\sum_{i=1}^{n} (X_{ij} - \bar{X}_j) \left\{\hat{Y}_i(\beta) - X_i'\beta\right\} = 0, \ j = 1, \ldots, p,$$

(3)
where $\bar{X}_j = \frac{1}{n} \sum_{i=1}^{n} X_{ij}$ for $j = 1, \ldots, p$ and

$$\hat{Y}_i(\beta) = Y_i^* + (1 - \delta_i) \frac{\int_{e_i(\beta)}^{\infty} \hat{S}(s, \beta) ds}{\hat{S}(e_i(\beta), \beta)}.$$  \hspace{1cm} (4)

is the empirical version of $\bar{Y}_i(\beta)$. Here, $\hat{S}(\cdot, \beta)$ is the one-sample Nelson-Aalen estimator based on $(e_i(\beta), \delta_i)$,

$$\hat{S}(t, \beta) = \exp \left\{ - \sum_{i=1}^{n} \int_{-\infty}^{t} d N_i(u, \beta) \frac{\bar{Y}(u, \beta)}{Y(u, \beta)} \right\},$$  \hspace{1cm} (5)

where $N_i(u, \beta) = I\{e_i(\beta) \leq u, \delta_i = 1\}$ and $\bar{Y}(u, \beta) = \sum_i I\{e_i(\beta) \geq u\}$. Under mild conditions, Lai and Ying (1991) have shown that the Buckley-James estimator $\hat{\beta}_{BJ}$, which solves (3), is $\sqrt{n}$ consistent.

Note that (3) can be written in a more compact form

$$X^t P_n \{\hat{Y}(\beta) - X \beta\} = 0,$$  \hspace{1cm} (6)

where $P_n = I_n - 11^t / n$, $I_n$ is an $n \times n$ identity matrix, $0$ is a $p \times 1$ vector with all elements being 0, $1$ is an $n \times 1$ vector with all elements being 1 and $\hat{Y}(\beta) = (\hat{Y}_1(\beta), \ldots, \hat{Y}_n(\beta))^t$. It is clear that the Buckley-James estimator is a direct generalization of the least squares estimator to censored data; it is most efficient when the error terms $e_i$ follow a normal distribution (Lai and Ying, 1991). Unfortunately, when $p > n$, model (1) becomes nonidentifiable and the Buckley-James procedure fails.

3 Dantzig Selector Derived from B-J Estimation and its Non-asymptotic Error Bound

When $p > n$ but the model is sparse, our proposal is to adopt the following constrained optimization problem:

$$\begin{align*}
\text{minimize} & \quad \sum_j |\beta_j| \\
\text{subject to} & \quad |X_j^t P_n \{\hat{Y}(\beta) - X \beta\}| \leq \gamma, \ j = 1, \ldots, p,
\end{align*}$$  \hspace{1cm} (7)

where $\gamma > 0$ is a constant and $X_{j}$ is the $j$-th column of matrix $X$. We refer to (7) as the Dantzig selector for censored linear regression (or just, the Dantzig selector), as it is motivated by Candès and Tao’s procedure of the same name. We will denote the procedure by DZ and its solution by
The goal of this section is to show under proper assumptions on the information matrix for
the underlying model, \( \hat{\beta} \) exists with high probability and has good finite-sample properties even
for \( p = O(n^\kappa) \), \( \kappa \geq 1 \), and in the presence of censoring.

For convenience, we introduce concise notation for referring to subvectors and matrices. For
a subset \( H \subset \{1, \ldots, p\} \) and a vector \( \alpha \in \mathbb{R}^p \), let \( \alpha_H = (\alpha_j)_{j \in H} \) be the \(|H| \times 1\) vector whose
entries are those of \( \beta \) indexed by \( H \), where \(|H|\) refers to the cardinality of \( H \). For an \( n \times p \) matrix
\( M \), \( M_H \) is the \( n \times |H| \) matrix whose columns are those of \( M \) that are indexed by \( H \). When
\( M \) is a \( p \times p \) covariance or information matrix, we slightly abuse notation and let \( M_H \) denote
the \(|H| \times |H| \) submatrix of \( M \) whose rows and columns are both indexed by \( H \). Define the sign
vector corresponding to \( \alpha \), \( \text{sgn}(\alpha) \), by \( \text{sgn}(\alpha)_j = \text{sgn}(\alpha_j) \) (by definition, \( \text{sgn}(0) = 0 \)). Finally,
define the \( \ell_r \)-norms \( ||\cdot||_r \) by \( ||\alpha||_r = \left( \sum_{i=1}^p |\alpha_i|^r \right)^{1/r} \) for \( 0 < r < \infty \), \( ||\alpha||_0 = \# \{ j : \alpha_j \neq 0 \} \) and
\( ||\alpha||_\infty = \max_{1 \leq j \leq p} |\alpha_j| \).

We compute the \( \ell_2 \) error bound of the Dantzig selector using the following steps. Denote
the left hand side of (6) by \( U(\beta) \). We first establish that with a proper tuning parameter \( \gamma \) and
with probability going to 1, the true \( \beta_0 \) is a feasible solution to the Dantzig selector optimization
problem (7). Then immediately \( \|\hat{\beta}\|_1 \leq \|\beta_0\|_1 \). This, coupled with some assumptions on the
decomposition of the information matrix of the underlying model, will lead to an error bound for
\( \|\hat{\beta} - \beta_0\|_2 \).

**Proposition 1** Let \( \gamma = \sqrt{n(1 + a) \log p} \) for some \( a > 0 \). Then

\[
P(\|U(\beta_0)\|_\infty \leq \gamma) > 1 - 2p \exp\left( - \frac{\gamma^2/n}{L + 2BK\gamma/n} \right),
\]

where \( B, K, L \) are positive constants defined in Appendix A.0. Moreover, if \( p = O(n^\kappa) \) for \( \kappa \geq 1 \),
then

\[
P(\|U(\beta_0)\|_\infty \leq \gamma) > 1 - O(n^{-a\kappa}).
\]

This proposition is important as it stipulates that with high probability \( \|U(\beta_0)\|_\infty \leq \gamma \)
for a proper \( \gamma \), implying that even when \( p > n \) (7) will have a solution on the intersection of
\{\( \beta : \|\beta\|_1 \leq \|\beta_0\|_1 \)\} and the closure of \{\( \beta : \|U(\beta)\|_\infty \leq \gamma \)\}. Note that this intersection is
nonempty as it contains at least \( \beta_0 \).
To further characterize the bound of \( \hat{\beta} \), first note that \( U(\beta) \) is approximately equal to \( n\tilde{\Omega}(\beta - \beta_0) \), where \( \tilde{\Omega} \) is defined in (23) and can be viewed as an information matrix (Lai and Ying, 1991). Let \( \tilde{\Omega}^{1/2} \) be an \( n \times p \) decomposition matrix of the semipositive-definite \( \tilde{\Omega} \) such that \( \{\tilde{\Omega}^{1/2}\}'\tilde{\Omega}^{1/2} = \tilde{\Omega} \). Now define the constants \( \delta_{V_1} \) and \( \theta_{V_1V_2} \) such that for all disjoint subsets \( H \) and \( \tilde{H} \) of \( \{1, \ldots, p\} \), with respective sizes \( V_1 \) and \( V_2 \), and all vectors \( c \) and \( \tilde{c} \) with respective lengths \( V_1 \) and \( V_2 \), \( \delta_{V_1} \) is the largest quantity such that \( \delta_{V_1} \|c\|_2^2 \leq \|\tilde{\Omega}^{1/2}_{H}c\|_2^2 \), and \( \theta_{V_1V_2} \) is the smallest quantity such that \( |(\tilde{\Omega}^{1/2}_{H}c)'(\tilde{\Omega}^{1/2}_{\tilde{H}}\tilde{c})| \leq \theta_{V_1V_2}\|c\|_2\|\tilde{c}\|_2 \). These are related to the restricted isometry and restricted orthogonality constants of Candès and Tao (2007).

**Proposition 2** Let \( \gamma = \sqrt{n(1 + a) \log p} \) for some \( a > 0 \). Define \( V = \|\beta_0\|_0 \) to be the size of the true model. If the constants \( \delta_V \) and \( \theta_{V_1V_2} \) for \( \tilde{\Omega}^{1/2} \) obey \( \theta_{V_1V_2} < \delta_{2V} \), then

\[
P\left( \|\hat{\beta} - \beta_0\|_2^2 \leq \frac{36V\gamma^2/n^2}{(\delta_{2V} - \theta_{V_1V_2})^2} \right) > 1 - 2p \exp\left(-\frac{\gamma^2/n}{L + 2BK\gamma/n}\right),
\]

where \( B, K, L \) are the same constants defined in Proposition 1. Moreover, if \( p = O(n^\kappa) \) for \( \kappa \geq 1 \), then

\[
P\left( \|\hat{\beta} - \beta_0\|_2^2 \leq \frac{36V\gamma^2/n^2}{(\delta_{2V} - \theta_{V_1V_2})^2} \right) > 1 - O(n^{-\alpha}),
\]

We note that this error bound is of the same order as the bounds derived by Candès and Tao (2007) for the uncensored linear models and by Antoniadis et al. (2009) for the Cox models. Even if we knew the true subset of covariates of size \( V \), it would be the case that \( \|\hat{\beta} - \beta_0\|_2^2 \) grew at the rate of \( V/n \) (Lai and Ying, 1993). Hence, the rate guaranteed in Proposition 2 reaches the optimal non-asymptotic bound (Candès and Tao, 2007), meaning we only pay a small price (up to a factor of \( \log p \)) for not knowing the true model.

The condition of \( \theta_{V_1V_2} < \delta_{V_2} \) is similar to the uniform uncertainty principle required by Candès and Tao (2007), though it is applied to the information matrix rather than the design matrix. In particular, \( \delta_V \) puts a lower bound on the minimum singular values of the submatrices of \( \tilde{\Omega} \) with less than \( V \) columns, indicative of how precisely the model can be estimated (Silvey, 1968). Hence, the \( \theta_{V_1V_2} < \delta_V \) condition can be interpreted as requiring our data to allow a minimum level of precision for our model fitting, though verifying this condition is much involved in practice (Antoniadis et al., 2009; Cai and Lv, 2007).
4 Variable selection and the Adaptive Dantzig Selector for Censored Linear Regression

We note that the error bound established in Proposition 2 refers to the mean-squared error of the point estimate, which does not directly translate into optimal variable selection. As we report in our simulation studies, we found that the Dantzig selector may effectively reduce the size of the model. However, given the relatively large false-positive rate (namely, the proportion of true zero coefficients estimated to be nonzero), it appears that the Dantzig selector tends to select models that are too large.

Indeed, following the asymptotic equivalence of the Dantzig selector and LASSO (Bickel et al., 2009), Dicker and Lin (2009) have confirmed that the Dantzig selector, like LASSO (Zhao and Yu, 2006), may not consistently select the true model for fully observed data. Furthermore, Dicker and Lin have shown that the Dantzig selector is not asymptotically normal. To address these issues, we consider the adaptive Dantzig selector – a modified Dantzig selector for censored linear regression which, given the existence of a “reliable” initial estimate, is consistent for model selection and is asymptotically normal in large samples.

Let \( \hat{\beta}^{(0)} \) be some initial estimator for \( \beta_0 \). The adaptive Dantzig selector is the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_j w_j |\beta_j| \\
\text{subject to} & \quad |X_j' P_n \{ \tilde{Y}(\hat{\beta}^{(0)}) - X\beta \}| \leq \gamma w_j, \quad j = 1, \ldots, p.
\end{align*}
\]

(8)

Here, \( \gamma > 0 \) is the tuning constant and \( w_j \) are data driven weights that should be chosen to vary inversely with the magnitude of \( \beta_{0j} \). If we take \( w_j = |\hat{\beta}_j^{(0)}|^{-\eta} \) for some \( \eta > 0 \), then (8) requires us to nearly solve the \( j \)-th score equation (where the surrogate vector \( \tilde{Y}(\hat{\beta}^{(0)}) \) is treated as a fully observed outcome vector) when \( |\hat{\beta}_j^{(0)}| \) is large and heavily penalizes non-zero estimates of \( \beta_{0j} \) when \( |\hat{\beta}_j^{(0)}| \) is small.

Recall that \( A = \{ j : \beta_{0j} \neq 0 \} \). A variable selector \( \hat{\beta} \) for \( \beta_0 \) in a generic model

\[
Y_i \sim \sum_{j=1}^p X_{ij} \beta_j
\]

is considered to have reasonable large sample behavior if (i) it can identify the right subset model with a probability tending to 1, i.e. \( P(\{ j : \hat{\beta}_j \neq 0 \} = A) \to 1 \) as the sample size \( n \to \infty \),
and (ii) $\sqrt{n}(\hat{\beta}_A - \beta_A) \rightarrow N(0, \Sigma^*)$ where $\Sigma^*$ is some $|A| \times |A|$ covariance matrix. Property (i) is often considered to be the consistency property, while property (ii) involves the efficiency of the estimator. If properties (i) and (ii) hold, and $\Sigma^*$ is optimal (by some criterion), the variable selection procedure is said to have the oracle property (Fan and Li, 2001). We show that if $\hat{\beta}(0)$ is $\sqrt{n}$-consistent for $\beta_0$, then the adaptive Dantzig selector may have the oracle property.

The oracle properties of the adaptive Dantzig selector for the appropriate tuning parameter $\gamma$ have been established when the response vector $Y$ is fully observed. Until now, however, it has been unclear whether these properties hold when the response $Y$ is subject to censoring. A fundamental theoretical difficulty is that $\hat{Y}_i(\hat{\beta}(0))$ is only a surrogate for the unobserved outcome $Y_i$, preventing the direct applications of the existing Dantzig selector results obtained for fully observed outcomes.

In the ensuing theoretical development, we first quantify the “distance” between the surrogate and the true outcomes, and show that the average difference between the imputed $\hat{Y}_i(\hat{\beta}(0))$ and true $Y_i$ is bounded by a random variable with order of $n^{-1/2}$. This turns out to be essential for establishing the consistency and oracle properties of the Dantzig selector estimator. Given this random bound, we then show that the existing Dantzig selector results for the non-censored case can be extended to the censored case, leading to the desirable oracle property. Note that for all of the asymptotic results in this section, we assume that $p$ is fixed.

### 4.1 Quantify the “Distance” Between the Imputed and “True” Responses.

We first use Lemma 1 to bound the difference between the surrogate and the true outcomes.

**Proposition 3** Under the regularity conditions listed in Lemma 1, $\frac{1}{n} \sum_{i=1}^{n} X_i \{\hat{Y}_i(\hat{\beta}(0)) - Y_i\} = O_p(n^{-1/2})$ if $\hat{\beta}(0) = \beta_0 + O_p(n^{-1/2})$.

Several points are worth noting. First, the result can be succinctly rephrased as $X' (\hat{Y} - Y) = O_p(n^{1/2})$, where $\hat{Y} = \hat{Y}(\hat{\beta}(0))$ and $Y = (Y_1, \ldots, Y_n)'$. Second, the result further implies $(P_n X)' (\hat{Y} - Y) = O_p(n^{1/2})$, where $X$ is replaced by its centralized version; this will facilitate the proof of consistency of model selection. Finally, as the validity of Proposition 3 requires $\hat{\beta}(0)$ to be $\sqrt{n}$ consistent, taking the $\hat{\beta}(0)$ equal to the Buckley-James estimate, which is $\sqrt{n}$ consistent, will suffice.
4.2 Consistency and Oracle Properties

To ease notation in what follows, we use $\hat{Y}$ to denote $\hat{Y}(\hat{\beta}^{(0)})$. Observe that the adaptive Dantzig selector for data with a censored response, (8), can be rewritten compactly as

$$\minimize \|W\beta\|_1 \text{ subject to } \|Z'(\hat{Y} - ZW\beta)\|_\infty \leq \gamma,$$

where $W = \text{diag}(w_1, ..., w_p)$ and $Z = P_nXW^{-1}$. The optimization problem (9) is a linear programming problem, which means that there is a corresponding dual linear programming problem. Specifically, the solution to (9), denoted by $\hat{\beta}$, can be characterized in terms of primal and dual feasibility and complementary slackness conditions as shown below.

**Proposition 4** If there is $\hat{\mu} \in \mathbb{R}^p$ such that,

$$\|Z'(\hat{Y} - ZW\hat{\beta})\|_\infty \leq \gamma, \quad (10)$$

$$\|Z'Z\hat{\mu}\|_\infty \leq 1, \quad (11)$$

$$\hat{\mu}'Z'(\hat{Y} - ZW\hat{\beta}) = \|W\hat{\beta}\|_1, \quad (12)$$

$$\hat{\mu}'Z'(\hat{Y} - ZW\hat{\beta}) = \gamma\|\hat{\mu}\|_1, \quad (13)$$

then the vector $\hat{\beta} \in \mathbb{R}^p$ solves (9).

The parameter $\mu$ in Proposition 4 is the dual variable and may be viewed as a Lagrangian multiplier. Inequalities (10) and (11) correspond to primal and dual feasibility respectively, while (12) and (13) concerns with complementary slackness. By inspecting (10)–(13), we prove that the adaptive Dantzig selector is selection consistent, provided $\gamma$ and $(w_1, ..., w_p)$ follow an appropriate rate.

**Proposition 5** Suppose that $\beta_0$ is the true parameter value and $A = \{j; \beta_{0j} \neq 0\}$. Also assume that $\frac{1}{n}X'P_nX$ converges in probability to some positive definite matrix. Suppose further that

$$\frac{\gamma}{\sqrt{n}}w_j \overset{P}{\rightarrow} \infty \text{ if } j \notin A \text{ and } \gamma w_j = O_P(\sqrt{n}) \text{ if } j \in A.$$ 

Denote by $\bar{A}$ the complement of $A$ in $\{1, \ldots, p\}$. Then, with probability tending to 1, a solution to the adaptive Dantzig selector, $\hat{\beta}$, and the corresponding $\hat{\mu}$ from Lemma 2 are given by

$$\mu_A = (Z'_A Z_A)^{-1}\text{sgn}(\beta_0)_A \quad (14)$$

$$\hat{\mu}_{\bar{A}} = 0 \quad (15)$$
and

\[
\hat{\beta}_A = W_A^{-1}\left\{ (Z'_A Z_A)^{-1} Z'_A Y - \gamma (Z'_A Z_A)^{-1} \text{sgn}(\hat{\mu})_A \right\} \\
= (X'_A P_n X_A)^{-1} X'_A P_n Y - \gamma (X'_A P_n X_A)^{-1} W_A \text{sgn}(\hat{\mu})_A
\]

(16)

\hat{\beta}_A = 0. \quad (17)

**Corollary 1 (consistency of model selection)** Suppose that the conditions of Proposition 5 hold and let \( \hat{\beta} \) be any sequence of solutions to (9). Then \( P(\{j; \hat{\beta}_j \neq 0\} = A) \to 1. \)

We make a few remarks about Proposition 5 and Corollary 1. First, to ensure that the conditions in Proposition 5 hold, one selects data-driven weights \( w_j \) and an appropriate \( \gamma \). Examples of weights and \( \gamma \) such that these conditions hold include \( w_j = |\hat{\beta}^{(0)}_j|^{-\eta} \), where \( \hat{\beta}^{(0)} \) is \( \sqrt{n} \)-consistent for \( \beta_0 \) and \( \eta > 0 \), and \( \gamma \) such that \( n^{-1/2} \gamma = O(1) \) and \( n^{(\eta-1)/2} \gamma \to \infty \). Also note that though Proposition 5 makes no uniqueness claims about solutions to (9), it can be shown that in “most” cases (9) has a unique solution (Dicker and Lin, 2009). Furthermore, Corollary 1 states that regardless of whether or not there is a unique solution, the adaptive Dantzig selector is consistent for model selection.

The estimator defined in (16) and (17) solves (9) in probability. This expression may be leveraged to obtain the large sample distribution of \( \sqrt{n} \)-standardized adaptive Dantzig selector estimates. However, since \( \hat{\beta}^{(0)} \) is not consistent for model selection, the solution to (9), \( \hat{\beta} \), which we refer to in what follows as the one-iteration estimator, may not achieve optimal efficiency. To remedy this, we propose two modified estimators which do possess the oracle property.

To proceed, let \( T = \{j; \hat{\beta}_j \neq 0\} \) be the index set of non-zero estimated coefficients from the one-iteration estimator \( \hat{\beta} \), and \( \bar{T} \) be the complement of \( T \) in \( \{1, \ldots, p\} \). Define the intermediate estimator \( \hat{\beta}^{(0,T)} \) so that \( \hat{\beta}^{(0,T)}_T = 0 \) and \( \hat{\beta}^{(0,T)}_T \) is the Buckley-James estimate obtained by solving (6) with \( X \) replaced by \( X_T \). That is, we perform a Buckley-James estimation based on the subset of covariates selected by the one-iteration estimator. Now, let \( \hat{Y}^{(1)} = \hat{Y}(\hat{\beta}^{(0,T)}) \) be the imputed value of \( Y \), defined in (4) and based on \( \hat{\beta}^{(0,T)} \). The two-iteration estimator \( \hat{\beta}^* \) is then defined to be the solution to (9) with \( Y \) replaced by \( \hat{Y}^{(1)} \) and \( X \) by \( X_T \). The rationale is that since \( T \) is consistent for \( A \), the intermediate estimator \( \hat{\beta}^{(0,T)} \) and the two-iteration estimator \( \hat{\beta}^* \) will be
model selection consistent and efficient. As summarized in the following proposition and corollary, \( \hat{\beta}^{(0,T)} \) and \( \hat{\beta}^* \) achieve the oracle property.

**Proposition 6** (oracle property) Assume that the conditions of Proposition 5 hold. Let \( T = \{ j; \hat{\beta}_j \neq 0 \} \), where \( \hat{\beta} \) is the one-iteration estimator for \( \beta_0 \) and let \( \beta_{0,A} \) be the non-zero subvector of \( \beta_0 \). Define \( \tilde{\beta}^{(0,A)} \) so that \( \tilde{\beta}_A^{(0,A)} = 0 \) and \( \tilde{\beta}_A^{(0,A)} \) is the Buckley-James estimate obtained by solving (6) with \( X \) replaced by \( X_A \). Then the intermediate estimator \( \hat{\beta}^{(0,T)} \) satisfies

\[
P \left( \hat{\beta}^{(0,T)} = \tilde{\beta}^{(0,A)} \right) \to 1
\]

and

\[
\sqrt{n} \left( \hat{\beta}_A^{(0,T)} - \beta_{0,A} \right) \to N(0, \Sigma_A)
\]

weakly, where \( \Sigma_A = \Omega_A^{-1} \Lambda_A \Omega_A^{-1} \) and \( \Omega_A \) and \( \Lambda_A \) are the submatrices of \( \Omega \) and \( \Lambda \) [defined in (32) and (33)] corresponding to index set \( A \).

**Corollary 2** (oracle property) Let \( \hat{\beta}^* \) be the two-iteration estimator. Assume that the conditions of Proposition 6 holds and, additionally, that \( \gamma w_j = o_P(\sqrt{n}) \) for \( j \in T \). Then

\[
P(\{ j; \hat{\beta}_j^* \neq 0 \} = A) \to 1
\]

and

\[
\sqrt{n}(\hat{\beta}_A^* - \beta_{0,A}) \to N(0, \Sigma_A)
\]

weakly, where \( \Sigma_A \) is defined in Proposition 6.

Note that \( \Sigma \) in Proposition 6 and Corollary 2 is the asymptotic variance of the Buckley-James estimator given the true subset of covariates; see Lai and Ying (1991).

### 4.3 A Coherent Two-stage Procedure When \( p > n \)

Like other adaptive variable selectors, the adaptive Dantzig selector theoretically requires a \( \sqrt{n} \)-consistent initial estimator \( \beta^{(0)} \). This is straightforward in the fixed \( p \), large \( n \) regime, where the Buckley-James estimator or other rank based estimators can be a natural choice for \( \hat{\beta}^{(0)} \).
When $p > n$, a consistent initial estimator may not be well defined, but we propose the following two-stage estimating procedure. The first stage uses the Dantzig selector defined in (7) to screen out unimportant covariates and reduce the number of parameters. At the second stage, we use the covariates selected from the first stage to implement the one-iteration, intermediate, or two-iteration adaptive Dantzig selector procedures described above. The corresponding selectors will be denoted by DZ-ADZ-1, DZ-ADZ-INT, DZ-ADZ-2, respectively. We have found these two-stage procedures to work quite well. Section 6 contains more extensive simulations to evaluate the performance of these estimators, along with their competitors.

5 Computational Considerations

5.1 Tuning Parameter Selection For Finite Sample Cases

In practice, it is very important to select an appropriate tuning parameter $\gamma$ in order to obtain good performance. For regularized linear regression without censoring, Tibshirani (1996) and Fan and Li (2001) proposed the following generalized cross-validation (GCV) statistic:

$$GCV^*(\gamma) = \frac{AR(\gamma)}{(1-d(\gamma)/n)^2}$$

where $AR(\gamma)$ is the average residual sum of squares $\frac{1}{n}\|Y - X\hat{\beta}(\gamma)\|_2^2$, $\hat{\beta}(\gamma)$ is the estimate of $\beta$ under $\gamma$ and $d(\gamma)$ is the effective number of parameters, i.e. the number of non-zero components of the LASSO estimates (Zou et al. (2007)). When the data are censored, we adopt an inverse reweighting scheme to account for censoring. Assume the potential censoring $C_i$ are iid and have a common survival function $G_i$, which is a reasonable assumption for clinical trials where most censoring is due to administrative censoring. As suggested by Johnson et al. (2008), we approximate the unobserved $AR(\gamma)$ by

$$\hat{AR}(\gamma) = \frac{\sum_{i=1}^{n} \delta_i \{ Y_i^* \hat{\alpha}(0) \}^2 / \hat{G}(Y_i^*)}{\sum_{i=1}^{n} \delta_i / \hat{G}(Y_i^*)}$$

where $\hat{G}(\cdot)$ is the Kaplan-Meier estimator for $G(\cdot)$, and $\hat{\alpha}(0) = \frac{1}{n} \sum_{i=1}^{n} \{ Y_i(\hat{\beta}(0)) - X_i' \hat{\beta}(0) \}$. Conditional on $(Y_i, C_i, X_i)$, the expected value of $\delta_i / G(Y_i^*)$ is one, and hence, the expected values of the numerator and the denominator of $\hat{AR}(\gamma)$ are equal to the expected value of $\sum_{i=1}^{n} \{ Y_i - \hat{\alpha}(0) - X_i' \hat{\beta}(\gamma) \}^2$ and $n$, respectively. Elementary probability implies that $\hat{AR}(\gamma)$
and $AR(\gamma)$ have the same limit, justifying the use of the inverse reweighting scheme. To obtain an estimate of the effective number of parameters for the estimator from (9), we follow Zou et al. (2007). The expressions (16)-(17) suggests that $\hat{d}(\gamma) = \text{trace}\{X_T(X_T'P_nX_T)^{-1}X_T'P_n\} = ||T||_0$, where $T = \{j; \hat{\beta}_j \neq 0\}$, is a consistent estimator for $d(\gamma)$. In the ensuing data analysis and simulation studies, we propose to select the $\gamma$ that yields the smallest GCV, defined as

$$GCV(\gamma) = \frac{\overline{AR}(\gamma)}{(1 - \hat{d}(\gamma)/n)^2}.$$  

(18)

Similar GCV schemes have been proposed by Nan et al. (2006), Wang et al. (2008), and Johnson et al. (2008) in various contexts.

5.2 Implementation

The proposed two-stage procedures for censored linear regression can be easily implemented. The first stage iterates between imputing the outcome vector $\hat{Y}(\beta)$ and solving the optimization problem (7) via the linear programming algorithm of James and Radchenko (2009). In our numerical experiments, convergence is often achieved within a few iterations. Using the covariates selected by the first stage, the second stage imputes the $\hat{Y}(\beta)$ and uses the Buckely-James estimates as the weights $w_j$ for the adaptive Dantzig selector. For each $\gamma$, it can again be programmed using linear programming (see James and Radchenko, 2009), or using the DASSO algorithm (see, e.g. James et al. 2008) after replacing the original design matrix $X$ with $XW^{-1}$.

6 Simulation Studies

6.1 Simulation Set-up

We examine the finite sample performance of the proposed methods through simulation studies. For $i = 1, \ldots, n$ we generate the true response $Y_i$ (after the exponential transform) from an exponential distribution with hazard rate $\text{exp}(-\beta_0'X_i)$, i.e., $Y_i = \beta_0'X_i + e_i$, where $X_i = (X_{i1}, \ldots, X_{ip})'$ is generated from a multivariate normal with mean zero and covariance matrix $\Sigma = (\sigma_{jj'})_{p \times p} = (\rho^{j-j'})$, and $e_i$ follows the standard extreme value distribution. This model falls into both the censored linear regression and Cox model families. We consider $p = 2n$, mimicking our data example in Section 7, and set all components of $\beta_0$ to zero except for the first $V$. To model different levels of sparsity, we consider $V = 3$ or 5. To model weak and moderate
associations between the predictors and the response, we set each of the $V$ non-zero components to $\beta_{0j} = 1, 1.5, \text{or} 3$ for $j = 1, \ldots, S$. Finally, we let $\rho$ equal 0, 0.5, or 0.9, corresponding to zero, moderate, and strong collinearity among the predictors. The censoring variable $C_i$ (after exponential transform) is generated from a uniform$[0, \xi]$, where $\xi$ is chosen to achieve about 50% of censoring.

To test the robustness of our method when the working model, i.e., the censored linear regression model, is misspecified, we use the same simulation settings except that we generate $n = 50$ observations from a Cox proportional hazards model with a piecewise constant hazard function $\lambda_i(t) = 0.3\{\sum_{k=1}^6 I(t \leq 0.4 \times k) - \sum_{k=1}^4 I(t \leq 2.4 + 0.4 \times k)\} \exp(\beta'_0 X_i)$.

6.2 Competing Methods and Measures of Performance

For each scenario, the following proposed estimation procedures are evaluated based on 500 simulated datasets with sample size $n = 50$ or 100: the proposed one-stage Danzig selector DZ (defined in (7)), the proposed two-stage procedures for the censored linear regression model, namely DZ-ADZ-1, DZ-ADZ-INT, DZ-ADZ-2 (defined in Section 4.3), the Dantzig selector for the Cox model (Antoniadis et al., 2009), the adaptive LASSO for censored linear regression, and the adaptive LASSO for the Cox model (Zhang and Lu, 2007). We feel that the selected competing methods cover the spectrum of existing methods, especially the adaptive methods, reasonably well: the Dantzig Cox selector is spiritually similar to our methods, the adaptive LASSO for the censored linear regression model has been previously implemented (Cai et al., 2009), while the adaptive LASSO for the Cox model seems to be a simple and standard method for the regularized survival analysis.

The penalty parameters used in these regularized estimators are selected based on the generalized cross-validation function (18). The adaptive LASSO for the censored linear regression model is performed by following Datta et al. (2007) and replacing the observed survival times $Y_i$ with inverse probability of censoring-weighted (IPW) times $\delta_i \log(Y_i)/\hat{G}(Y_i)$, where $\hat{G}(Y_i)$ is the Kaplan-Meier estimator of the censoring survival function. Because initial estimates are needed, the adaptive LASSO methods were not originally designed for the situations of $p > n$. Nevertheless, we follow the suggestion of Datta et al. (2007) and use ridge regression to estimate the
initial weights when \( p > n \).

We evaluate the accuracy and precision of the estimates based on mean-squared errors (MSE) and prediction errors (PE). For the censored linear regression model-based methods, we calculated the prediction error as

\[
\text{PE} = n^{-1} \sum_{i=1}^{n} \left \{ Y_{i}^{\text{val}} - \hat{\alpha} - \hat{\beta}'X_{i}^{\text{val}} \right \}^2,
\]

where \( Y_{i}^{\text{val}}, X_{i}^{\text{val}} \) are the log survival time and the covariate vector, respectively, in a validation sample with the same number of subjects. For the Cox model-based methods, we followed Heller and Simonoff (1992) and calculated

\[
\text{PE} = n^{-1} \sum_{i=1}^{n} \left \{ Y_{i}^{\text{val}} - \hat{Y}_{i}^{\text{med}} \right \}^2,
\]

where \( \hat{Y}_{i}^{\text{med}} \) is the log median survival time predicted by the fitted survival curve for the \( i \)th subject. To examine how well the proposed procedures perform with respect to variable selection, we recorded the frequencies of truly zero regression coefficients being incorrectly set to non-zero, leading to the false positive (FP) rates. The false negative (FN) rates were defined analogously.

### 6.3 Results of Simulations

The simulation results are summarized in Tables 1 through 3, which exhibit several notable patterns.

First, the two-stage adaptive procedures (DZ-ADZ-1, DZ-ADZ-INT, and DZ-ADZ-2) improve the one-stage DZ estimator by greatly reducing the false positive rate and moderately reducing the MSE, at the cost of a slight increase in the false negative rate. For example, Figure 1 plots each component \( \hat{\beta}_j \) of \( \hat{\beta} \) against its coordinate \( j = 1, \ldots, p \) over all 500 simulations when the samples size \( n = 100 \), the first \( V = 5 \) non-zero elements of \( \beta_0 \) are 1.5 and \( \rho = 0.5 \). The average mean-squared error for the estimates was 2.450, or 21.8\% of \( \| \beta_0 \|^2 \), while the average false positive rate is 35.8\% and false-negative rate is 0.6\%. On the other hand, the mean-squared errors for the estimates obtained by DZ-ADZ-1, DZ-ADZ-INT and DZ-ADZ-2 reduce to 1.232, 1.624 and 1.335, with much reduced false positive rates of 4.5\%, 4.5\% and 4.3\%, respectively, and slightly increased false-negative rates of 0.8\%, 0.8\% and 0.9\%, respectively; see Table 2 for detail. This suggests that the two-stage adaptive procedure may be a more effective variable selector than the one-stage DZ.

Second, among all the examined methods, our proposed two-stage methods perform the best in terms of prediction error. The advantage becomes more obvious with stronger signals, e.g. larger
values of non-zero components of $\beta$. With regard to variable selection, when the collinearity among covariates is low (e.g. $\rho = 0$), nearly all of the methods give very low false negative rates, while our proposed two-stage methods give the lowest false positive rates. When the collinearity is high, a mixed result is present. Our proposed two-stage methods still give the lowest false positive rates, at the cost of higher false negative rates, indicating that our methods select much smaller models.

Finally, when the working model is misspecified as a censored linear regression model while the data are truly generated from a Cox PH model with a piecewise constant hazard, our two-stage methods still behave reasonably. They tend to select small models, while achieving low prediction error in most cases examined.

It is worth noting the computational efficiency and stability of the proposed estimators, compared with that of the competing methods. For example, both the adaptive LASSO and the Dantzig selector for the Cox model require the Cholesky decomposition of the Cox partial likelihood information matrix, and this decomposition is slow and unstable when the number of parameters is large, resulting failures of the methods on a nonnegligible fraction of our simulated datasets. In contrast, our proposed two-stage selectors avoid such a decomposition in computation, and are fast and stable based on our numerical experiences.

7 Example of Myeloma Patients’ Survival Prediction

Multiple myeloma is a progressive hematologic disease, characterized by excessive numbers of abnormal plasma cells in the bone marrow and overproduction of intact monoclonal immunoglobulin. Myeloma patients are typically characterized by wide clinical and pathophysiologic heterogeneities, with survival ranging from a few months to more than 10 years. Gene expression profiling of multiple myeloma patients has offered an effective way of understanding myeloma’s genetic basis and designing gene therapy. Identifying risk groups with a high predictive power could contribute to personalized medicine.

For this purpose, we ‘train’ the models on a total of 188 subjects with late stage multiple myeloma recruited in a clinical trial run by Millennium Pharmaceuticals (Mulligan et al., 2005). We refer to this dataset as our training dataset. Here, the main endpoint was overall survival.
and the median followup was 15 months. During the study, a total of 119 deaths were observed. Subject RNA expression levels were measured using Affymetrix microarrays prior to receiving the treatment.

Of interest is the detection of predictive genes among those genes with highly variable expressions, namely, those with sample standard deviation-mean ratio (SDM) larger than 0.5, a clinically meaningful cutoff for the gene expression variability (Novaka et al., 2002; Cheung et al., 2003). A total of \( p = 400 \) genes meet such a criterion, which is roughly twice as the sample size \( n = 188 \). We use the adaptive Dantzig selector and the adaptive LASSO for the censored linear regression and Cox models to select predictive genes among these \( p \) candidate genes. The Cox Dantzig selector returns a final model of 97 genes, the censored linear regression adaptive LASSO selects 152, and the Cox adaptive LASSO selects 73. In contrast, the three adaptive Dantzig selectors for the censored linear regression model (one-iteration, intermediate, and two-iteration) select only 6 genes, which are presented in Table 4.

To validate the results, we use the obtained models to predict the risks of death in an independent validation dataset, consisting of 351 multiple myeloma patients recruited later but with similar clinical characteristics, e.g. stage of cancer and treatment (Shaughnessy et al., 2007), and with microarrays processed on the same platform. A subject is classified to be of high or low risk based on whether the model-based predicted risk exceeds the median value in the training dataset. Figure 2 depicts the comparisons of the Kaplan-Meier curves for the high and low risk groups defined by the competing methods. It is noted that the risk score based on the much fewer genes selected by the adaptive Dantzig selectors performs markedly better than those based on the genes selected by the other methods. For example, the p-values for comparing high and low risk groups are 0.0110 for DZ-ADZ-1, 0.0120 for DZ-ADZ-INT, 0.0036 for DZ-ADZ-2. In contrast, the Cox Dantzig selector, the censored linear regression adaptive LASSO, and the Cox adaptive LASSO selected far more genes, but the associated gene scores only moderately distinguish the high and low risk groups, yielding p-values of 0.2230, 0.1063 and 0.0382, respectively.
8 Discussion

Several issues merit further investigations. First, more research is needed on the evaluation of the variation of the estimator for small or moderate sample size. Proposition 5 gives a nearly closed-form solution of the Dantzig selector estimators (16) and (17), and this may be useful in estimating the covariance of \( \hat{\beta} \), along the line of Tibshirani (1997). Conditional on the model selected by \( T = \{ j : \hat{\beta}_j \neq 0 \} \), a reasonable covariance estimator might be

\[
\hat{\text{cov}}(\hat{\beta}_T) = (Z'_T Z_T)^{-1} Z'_T \text{var}(\tilde{Y}) Z_T (Z'_T Z_T)^{-1}
\]

For the components of \( \hat{\beta} \) with zero values, the estimated standard errors would be set to zero, coinciding with Tibshirani (1997), Fan and Li (2001) and Zou (2006). However, the form of \( \text{var}(\tilde{Y}) \) is elusive, making it difficult to use in practice. Furthermore, assigning zero variance estimates to covariates with zero coefficients is not satisfactory. An obvious remedy is through the bootstrap as proposed in Huang et al. (2006); however, this lacks theoretical justifications. Future work towards obtaining reliable standard error estimates is warranted. Indeed, for most variable selection and estimation procedures, including penalized likelihood procedures, the question of standard errors remains open.

Second, our results have shown that methods based on Cox and censored linear regression models differ in their predictive ability for different datasets. Some work has been done on the issue of when each model should be used (see for example Heller and Simonoff, 1992), but the high-dimensional data setting has not yet been addressed.

Finally, one potential advantage of the Dantzig selector over penalized likelihood methods such as LASSO is that it can be naturally extended to the settings where no explicit likelihoods or loss functions are available. We envision that our work can be extended to apply the Dantzig selector to more general estimating equations.
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**Appendix**

A.0: Regularity Conditions

The following assumptions made for Propositions 1 and 2.


2. Assumptions (3.1)–(3.5), (5.1), and (3.19) of Lai and Ying (1991). In particular, Assumption (3.1) states that each $X_{ij}$ is bounded by a nonrandom $B > 0$. 
3. Define $\tilde{\epsilon}_i = \tilde{Y}_i(\beta_0) - \alpha - X_i'\beta_0$, the imputation of (centered) $\epsilon_i$ defined in (1), where $\tilde{Y}_i(\beta_0)$ is as defined as in (2). Assume that there exists a constant $K > 0$ such that $E(|\tilde{\epsilon}_i|^m) < m!K^{m-2}L/2$ for every $m \geq 2$, where $L = \text{var}(\tilde{\epsilon}_i)$.

4. The size $V$ of the true model, i.e. the number of non-zero coefficients, is finite and is independent of $n$.

Assumption 3 is a standard Bernstein type condition, which simply requires that the high moments of $\tilde{\epsilon}_i$ do not increase too quickly and is generally satisfied when $Y_i$ has a ‘thin’ tail. The other conditions are standard for censored linear regression models, while the S-sparsity condition was assumed by Candes and Tao (2007) and Fan and Lv (2008).

**A.1: Lemma 1 and the Proof**

We state a lemma, which will be repeatedly used in our later proofs. It implies that even though $\hat{S}$ [defined in (5)] is a discontinuous function, a first order asymptotic linearization exists.

**Lemma 1** Assume the conditions 1-4 of Ying (1993, p.80). Also suppose that the derivative of the hazard function $\lambda(s)$ with respect to $s$ is continuous for $-\infty < s < \infty$. Then,

$$
\hat{S}(s_1, \beta_1) - S(s_0) = S(s_0)\{(\beta_1 - \beta_0)^T A(s_0, \beta_0) - \lambda(s_0)(s_1 - s_0)
+n^{-1/2}Z(s_0)\} + o\{\max(n^{-1/2}, |s_1 - s_0| + ||\beta_1 - \beta_0||)\},
$$

with probability 1 uniformly for any $(s_1, \beta_1) \in \mathcal{B} = \{(s, \beta) : |s - s_0| + ||\beta - \beta_0|| < Cn^{-1/2}\}$, where $C > 0$ is any arbitrary constant, $A$ is a $p \times 1$ nonrandom function, $\lambda(s)$ is the hazard function for $S(s)$ and the stochastic process $Z(s)$ is a version of $W(v(s))$. Here, $W(\cdot)$ is the Wiener process and $v(\cdot)$ is defined in (20).

**Proof:**

Decompose $\hat{S}(s_1, \beta_1) - S(s_0) = \hat{S}(s_1, \beta_1) - \hat{S}(s_0, \beta_0) + \hat{S}(s_0, \beta_0) - S(s_0)$. First study $\hat{S}(s_1, \beta_1) - \hat{S}(s_0, \beta_0)$. Using the arguments of Lai and Ying (1988), it follows that with probability 1,

$$
\sup_{(s_1, \beta_1) \in \mathcal{B}} |\hat{S}(s_1, \beta_1) - \hat{S}(s_0, \beta_0) - \xi(s_1, \beta_1) + \xi(s_0, \beta_0)| = o(n^{-1/2}),
$$
where

$$\xi(s, \beta) = \exp \left\{ -\sum_{i=1}^{n} \int_{-\infty}^{s} \frac{dE_{x}N_{i}(s, \beta)}{E_{x}Y(s, \beta)} \right\} = \exp \left\{ -\sum_{i} G_{i}(s + \beta_{0}^{T}X_{i})f(s + (\beta - \beta_{0})^{T}X_{i}) ds \right\}$$

where $E_{x}$ denote the expectation conditional on $X$, $G_{i}$ is the survival function of $C_{i}$ conditional on $X_{i}$ and $f$ is the density function of $S$. Note that $\xi(s, \beta_{0}) = S(s)$.

Now denote by $d = \beta - \beta_{0}$ and by $\lambda(\cdot)$ the hazard function for $S$. Note that

$$\xi(s, \beta) = \exp \left\{ \int_{-\infty}^{s} -\sum_{i} G_{i}(s + \beta_{0}^{T}X_{i} + d^{T}X_{i})S(s + d^{T}X_{i})(\lambda(s + d^{T}X_{i}) - \lambda(s)) ds - \int_{-\infty}^{s} \lambda(s) ds \right\}$$

$$= S(s) \exp \left\{ \int_{-\infty}^{s} -\sum_{i} G_{i}(s + \beta_{0}^{T}X_{i} + d^{T}X_{i})S(s + d^{T}X_{i})\lambda^{(1)}(s + d^{T}X_{i})d^{T}X_{i} ds \right\}$$

$$= S(s) \left\{ 1 - d^{T} \int_{-\infty}^{s} \sum_{i} G_{i}(s + \beta_{0}^{T}X_{i} + d^{T}X_{i})S(s + d^{T}X_{i})\lambda^{(1)}(s + d^{T}X_{i})X_{i} ds \right\} + o(||d||),$$

where $\lambda^{(1)}(\cdot)$ denotes the first derivative of $\lambda(\cdot)$. Hence,

$$\xi(s, \beta) - \xi(s, \beta_{0}) = -S(s)\sum_{i} \int_{-\infty}^{s} \frac{G_{i}(s + \beta_{0}^{T}X_{i} + d^{T}X_{i})S(s + d^{T}X_{i})\lambda^{(1)}(s + d^{T}X_{i})X_{i}}{\sum_{i} G_{i}(s + \beta_{0}^{T}X_{i} + d^{T}X_{i})S(s + d^{T}X_{i})} ds$$

$$+ S(s_{1}) - S(s_{0}, \beta_{0}) + o(||d||)$$

$$= -S(s)\sum_{i} \int_{-\infty}^{s} \frac{G_{i}(s + \beta_{0}^{T}X_{i} + d^{T}X_{i})S(s + d^{T}X_{i})\lambda^{(1)}(s + d^{T}X_{i})X_{i}}{\sum_{i} G_{i}(s + \beta_{0}^{T}X_{i} + d^{T}X_{i})S(s + d^{T}X_{i})} ds$$

$$- f(s, \beta_{0})(s_{1} - s_{0}) + o(||d|| + |s_{1} - s_{0}|),$$

where $||d_{s}|| \leq ||d||$. Denote by

$$\Gamma^{(r)}(s, \beta_{0}) = \plim_{n} \frac{1}{n} \sum_{i} G_{i}(s + \beta_{0}^{T}X_{i})X_{i}^{\otimes r}$$

(19)

for $r = 0, 1, 2$, where for a vector $\mathbf{a}$ $\mathbf{a}^{\otimes 0} = 1$, $\mathbf{a}^{\otimes 1} = \mathbf{a}$ and $\mathbf{a}^{\otimes 2} = \mathbf{a}\mathbf{a}^{T}$ and plim denote the probabilistic limit. The argument of Ying (1993, p.87) leads to

$$\int_{-\infty}^{s} \sum_{i} G_{i}(s + \beta_{0}^{T}X_{i} + d^{T}X_{i})S(s + d^{T}X_{i})\lambda^{(1)}(s + d^{T}X_{i})X_{i} ds = \int_{-\infty}^{s} \frac{\Gamma^{(1)}(s, \beta_{0})}{\Gamma^{(0)}(s, \beta_{0})} d\lambda(s) + o(||d||)$$

Hence, $S(s_{1}, \beta_{1}) - S(s_{0}, \beta_{0}) = (\beta_{1} - \beta_{0})^{T} \left\{ - \int_{-\infty}^{s} \frac{A_{1}(s, \beta_{0})}{A_{0}(s, \beta_{0})} d\lambda(s) \times S(s_{0}) \right\} - f(s, \beta_{0})(s_{1} - s_{0}) + o(n^{-1/2}, ||\beta_{1} - \beta_{0}|| + |s_{1} - s_{0}|)$. 
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Finally, note that
\[
\hat{S}(s_0, \beta_0) - S(s_0) = S(s_0) \int_{-\infty}^{s_0} \sum_i dM_i(u, \beta_0) + o_p(n^{-1/2})
\]
\[
= n^{-1/2} S(s_0) Z(s_0) + o_p(n^{-1/2}),
\]
where the last equality comes from the Martingale CLT, \( M_i(u, \beta_0) = N_i(u, \beta_0) - \int_{-\infty}^u Y_i(u, \beta_0) \lambda(u) du \)
and \( Z(s) \) is a version of \( W(v(s)) \), where \( W(\cdot) \) is the Wiener process and
\[
v(t) = \int_{-\infty}^t \lambda(s) ds / \pi(s, \beta_0).
\]
Here, \( \pi(s, \beta_0) = \lim_{n \to \infty} \frac{1}{n} \bar{Y}(s, \beta_0) = S(s) \Gamma(0)(s, \beta_0) \).

Hence, the result follows by denoting \( A(s_0, \beta_0) = -\int_{-\infty}^s \frac{\Gamma(1)(s, \beta_0)}{\Gamma(0)(s, \beta_0)} d\lambda(s). \)

A.2: Proof of Proposition 1

Define
\[
\hat{Y}_i^0 = E(Y_i \mid Y_i^*, \delta_i, X_i, \beta_0) = Y_i^* + (1 - \delta_i) \frac{\int_{e_i(\beta_0)}^\infty S(s) ds}{S\{e_i(\beta_0)\}},
\]
and let \( U_j(\beta_0) \) be the \( j \)th component of \( U(\beta_0) \). Then
\[
U_j(\beta_0) = \sum_{i=1}^n (X_{ij} - \bar{X}_j) \left\{ \left[ \hat{Y}_i(\beta_0) - \bar{Y}_i^0 \right] + \left[ \bar{Y}_i^0 - \bar{X}' \beta_0 \right] \right\}.
\]
Taylor expansion gives that
\[
\frac{1 - \delta_i}{S\{e_i(\beta_0)\}} \left\{ \int_{e_i(\beta_0)}^\infty \left[ \hat{S}(s, \beta_0) - S(s) \right] ds \right\} - \frac{(1 - \delta_i) \int_{e_i(\beta_0)}^\infty S(s) ds}{S^2\{e_i(\beta_0)\}} \left\{ \hat{S}\{e_i(\beta_0), \beta_0\} - S\{e_i(\beta_0)\} \right\} + O_p(1).
\]

By Lemma 1, the first term is equal to
\[
n^{-1/2} \frac{1 - \delta_i}{S\{e_i(\beta_0)\}} \left\{ \int_{e_i(\beta_0)}^\infty S(s) Z(s) ds + o_p(1) \right\},
\]
where \( Z(s) \) is a version of \( W(v(s)) \) with \( v(s) \) defined in (20). Also by Lemma 1, the second term is equal to
\[
n^{-1/2} \frac{(1 - \delta_i) \int_{e_i(\beta_0)}^\infty S(s) ds}{S^2\{e_i(\beta_0)\}} \left[ S\{e_i(\beta_0)\} Z\{e_i(\beta_0)\} + o_p(1) \right].
\]
Let the sum of these two approximations be denoted by \( n^{-1/2} \zeta_i \). Then by Chebyshev’s inequality, for every \( M > 0 \),

\[
P \left( \left| \sum_{i=1}^{n} (X_{ij} - \bar{X}_{j})(\hat{Y}_i(\beta_0) - \hat{Y}_i^0) \right|^2 > M \right) < M^{-1} \text{var} \left( \sum_{i=1}^{n} (X_{ij} - \bar{X}_{j})(\hat{Y}_i(\beta_0) - \hat{Y}_i^0) \right).
\]

But

\[
\text{var} \left( \sum_{i=1}^{n} (X_{ij} - \bar{X}_{j})(\hat{Y}_i(\beta_0) - \hat{Y}_i^0) \right) = E \left( \text{var} \left[ \sum_{i=1}^{n} (X_{ij} - \bar{X}_{j})(\hat{Y}_i(\beta_0) - \hat{Y}_i^0) \big| X_i \right] \right)
\]

\[
+ \text{var} \left( E \left[ \sum_{i=1}^{n} (X_{ij} - \bar{X}_{j})(\hat{Y}_i(\beta_0) - \hat{Y}_i^0) \big| X_i \right] \right)
\]

\[
= E \left( n^{-1}(X_{ij} - \bar{X}_{j})^2 \sum_{i=1}^{n} \text{var}(\zeta_i) \big| X_i \right) \leq 4B^2 \text{var}(\zeta_i) < \infty,
\]

by Assumption 2 of our regularity conditions, which include (3.1) of Lai and Ying (1991) stating that each \( X_{ij} \) is bounded by a nonrandom \( B > 0 \). Therefore, \( P(\left| \sum_{i=1}^{n} (X_{ij} - \bar{X}_{j})(\hat{Y}_i(\beta_0) - \hat{Y}_i^0)^2 > M \right) \) is independent of \( j \), and we can claim that it approaches 0 as \( M \to \infty \). We can conclude that

\[
U_j(\beta_0) = O_p(1) + \sum_{i=1}^{n} (X_{ij} - \bar{X}_{j}) \left[ \hat{Y}_i^0 - X' \beta_0 \right].
\]

Now let \( w_i^{(j)}(\beta_0) = (X_{ij} - \bar{X}_{j}) \left[ \hat{Y}_i^0 - X' \beta_0 \right] \). Conditional on \( X_i \), \( E(w_i^{(j)}(\beta_0) | X_i) = (X_{ij} - \bar{X}_{j}) \alpha \). In addition, Assumptions 2 and 3 of our regularity conditions imply \( E((X_{ij} - \bar{X}_{j})\tilde{\xi_i}^m | X_i) \leq m!(2BK)^{m-2}L/2 \) for every \( m > 2 \). Thus Berstein’s inequality gives

\[
P \left( \left| \sum_{i=1}^{n} w_i^{(j)}(\beta_0) \right| > \gamma \bigg| X \right) = P \left( \left| \sum_{i=1}^{n} w_i^{(j)}(\beta_0) - (X_{ij} - \bar{X}_{j})\alpha \right| > \gamma \bigg| X \right)
\]

\[
= P \left( \left| \sum_{i=1}^{n} \left( (X_{ij} - \bar{X}_{j})\tilde{\xi_i} \right) \right| > \gamma \bigg| X \right)
\]

\[
\leq 2 \exp \left( -\frac{\gamma^2/n}{L + 2BK \gamma/n} \right).
\]

Since the probability bound is independent of \( X \), we can marginalize over \( X \) to conclude that

\[
P \left( \left| \sum_{i=1}^{n} w_i^{(j)}(\beta_0) \right| > \gamma \right) \leq 2 \exp \left( -\frac{\gamma^2/n}{L + 2BK \gamma/n} \right).
\]

Now, since \( |U_j(\beta_0)| \leq \left| \sum_{i=1}^{n} w_i^{(j)}(\beta_0) \right| + O_p(1) \), and since we have shown that the \( O_p(1) \) doesn’t depend on \( j \), then \( \sup_j |n^{-1}U_j(\beta_0)| \leq \sup_j |n^{-1} \sum_{i=1}^{n} w_i^{(j)}(\beta_0)| + O_p(1) \). In addition, for
any $\epsilon > 0$, $P(R_1 + R_2 \geq c) \leq P(R_1 \geq c - \epsilon) + P(R_2 \geq \epsilon)$, where $R_1$ and $R_2$ are two random variables and $c$ is a constant. Hence

$$P \left( \sup_j \left| \sum_{i=1}^n w_i^{(j)}(\beta_0) \right| + o_p(1) > \gamma \right) \leq P \left( \sup_j \left| \sum_{i=1}^n w_i^{(j)}(\beta_0) \right| > \gamma - \epsilon \right) + P(o_p(1) \geq \epsilon).$$

The second term on the right-hand side can be made arbitrarily close to zero, so

$$P(\|U(\beta_0)\|_\infty > \gamma) \leq P \left( \sup_j \left| \sum_{i=1}^n w_i^{(j)}(\beta_0) \right| > \gamma \right) \leq 2p \exp \left( -\frac{\gamma^2/n}{L + 2BK\gamma/n} \right).$$

The choice of $\gamma$ concludes the proof. Moreover, when $p = O(n^\kappa)$, $\kappa \geq 1$, the result follows immediately.

\[\square\]

A.3: Proof of Proposition 2

Let $U_0(\beta)$ be the smoothed version of $U(\beta)$ such that $U_0(\beta_0) = 0$. The explicit form of $U_0(\beta)$ can be found in (3.8) in Lai and Ying (1991). Then for $0 < \iota < 1/32$, Lai and Ying (1991) show that

$$\sup_{\beta} \|U(\beta) - U_0(\beta)\|_\infty = o_p(n^{5/8}) a.s.$$

and

$$\lim_{n \to \infty} n^{-3/4} \left\{ \inf_{\|\beta - \beta_0\|_2 \geq n^{-\iota}} \|U_0(\beta)\|_\infty \right\} = \infty. \quad (22)$$

Define

$$\tilde{\Omega} = \int_{-\infty}^\infty \left[ \Gamma_n^{(2)}(t, \beta_0) - \left\{ \Gamma_n^{(1)}(t, \beta_0) \right\} \otimes \Gamma_n^{(0)}(t, \beta_0) \right] f_t^\infty \left( \frac{1 - F(s)}{1 - F(t)} \right) \delta \left\{ \frac{d \log f(t)}{dt} + \frac{f(t)}{1 - F(t)} \right\} dF(t), \quad (23)$$

where $\Gamma_n^{(r)}(s, \beta_0) = \frac{1}{n} \sum_{i=1}^n G_i(s + \beta_0' X_i) X_i^\otimes r$. Then the argument in Lai and Ying (1991) also leads to

$$U_o(\beta) = -\tilde{\Omega} n(\beta - \beta_0) + o(1) a.s. \text{ uniformly in } \|\beta - \beta_0\|_2 \leq n^{-\iota}. \quad (24)$$

To relate $\beta$ to the score equation we invoke (24). We now show that the set of feasible $\beta$ must be within $\|\beta - \beta_0\|_2 \leq n^{-\iota}$ almost surely for $n$ sufficiently large. If not, the inequality $\|U(\beta)\|_\infty \leq \gamma$ implies that $n^{-3/4} U_0(\beta) \|_\infty - o(n^{-1/8}) \leq 2n^{-3/4} \gamma$ a.s. by (21), while (22) implies that on the set $\|\beta - \beta_0\|_2 > n^{-\iota}$ the left-hand side tends to $\infty$. With $\gamma$, the right-hand side
tends to zero, contradicting to \(\|U(\beta)\|_\infty \leq \gamma\). Thus for \(n\) sufficiently large, \(P(\{\beta : \|U(\beta)\|_\infty \leq \gamma\} \cap \{\beta : \|\beta - \beta_0\|_2 \geq n^{-t}\}) = 0\), i.e. \(\hat{\beta}\) must be in \(\{\beta : \|\beta - \beta_0\|_2 \leq n^{-t}\}\) almost surely.

Restricting our attention to this set, (24) and (21) give that for a feasible \(\beta\), with probability 1,

\[
\|\hat{\Omega}(\beta - \beta_0)\|_\infty \leq o(n^{-1}) + n^{-1}(U_0(\beta) - U_0(\beta_0))
\]

\[
= o(n^{-1}) + n^{-1}(U_0(\beta) - U(\beta)) + (U(\beta) - U(\beta_0)) + (U(\beta_0) - U_0(\beta_0))
\]

\[
\leq o(n^{-1}) + o(n^{-3/8}) + \|n^{-1}U(\beta)\|_\infty + \|n^{-1}U(\beta_0)\|_\infty + o(n^{-3/8})
\]

\[
\leq o(n^{-3/8}) + 2\gamma/n.
\]

Let \(h = \hat{\beta} - \beta_0\). As \(\gamma/n\) dominates \(o(n^{-3/8})\) for \(n\) large enough and because \(\hat{\beta}\) is feasible by definition and \(\beta_0\) is feasible with high probability by Proposition 1, we immediately have that

\[
\|\{\hat{\Omega}^{1/2}\} \hat{\Omega}^{1/2}h\|_\infty \leq 3\gamma/n.
\]

Now suppose \(T_0\) is a set of cardinality \(V\) with \(\delta_V + \theta_{V,2V} < 1\), and \(T_1\) consists of the \(V\) largest components of \(h\) outside of \(T_0\). Let \(T_{01} = T_0 \cup T_1\). Then Cauchy-Schwarz inequality gives

\[
\|\{\hat{\Omega}^{1/2}_{01}\} \hat{\Omega}^{1/2}h\|_2 \leq (2V)^{1/2}3\gamma/n.
\]

By a trivial modification of Lemma 3.1 of Candes and Tao (2007),

\[
\|h_{T_{01}}\|_2 \leq \frac{(2V)^{1/2}3\gamma/n}{\delta_2^V} + \frac{\theta_{V,2V}}{\delta_2^V V^{1/2}} \|h_{\overline{T}_0}\|_1,
\]

and

\[
\|h\|_2 \leq \|h_{T_{01}}\|_2 + \theta_{V,2V} \|h_{\overline{T}_0}\|_1
\]

where \(\overline{T}_0\) is the complement of \(T_0\) in \(\{1, \ldots, p\}\). Using the fact that \(\|\hat{\beta}\|_1 \leq \|\beta_0\|_1\), one can show that \(\|h_{\overline{T}_0}\|_1 \leq V^{1/2}\|h_{\overline{T}_0}\|_2\). Subtracting \(\|h_{T_{01}}\|_2 \theta_{V,2V} \|V^{1/2}\|_2\) from both sides of the previous inequalities gives

\[
\|h_{T_{01}}\|_2 \leq \frac{\delta_2^V}{\delta_2^V - \theta_{V,2V}} \left( \frac{(2V)^{1/2}3\gamma/n}{\delta_2^V} + \frac{\theta_{V,2V}}{\delta_2^V} (\|h_{\overline{T}_0}\|_2 - \|h_{T_{01}}\|_2) \right)
\]

\[
\leq \frac{(2V)^{1/2}3\gamma/n}{\delta_2^V - \theta_{V,2V}}.
\]

Since

\[
\|h\|_2 \leq \|h_{T_{01}}\|_2 + V^{-1}\|h_{\overline{T}_0}\|_1 \leq \|h_{T_{01}}\|_2 + V^{-1}V\|h_{\overline{T}_0}\|_2 \leq 2\|h_{T_{01}}\|_2,
\]

\[
\|h\|_2 \leq \frac{(2V)^{1/2}3\gamma/n}{\delta_2^V - \theta_{V,2V}}.
\]
consider the first term on the right hand side of (25), which is equal to
\[ P \left( \| \hat{\beta} - \beta_0 \|_2^2 \leq \frac{36V \gamma^2/n^2}{(\delta_2V - \theta V^2)^2} \right) > 1 - 2p \exp \left( - \frac{\gamma^2/n}{L + 2BK \gamma/n} \right). \]
Moreover, when \( p = O(n^\kappa) \), \( \kappa \geq 1 \), the result follows immediately. \( \square \)

**A.4: Proof of Proposition 3**

Denote by \( \beta_0 \) the truth and
\[ \hat{Y}_i^0 = E(Y_i|Y^*, \delta_i, X_i, \beta_0) = Y_i^* + (1 - \delta_i) \frac{\int_{e_i(\beta_0)}^\infty S(s)ds}{S\{e_i(\beta_0)\}}, \]
where \( S \) is the (true) survival function corresponding to the distribution function \( F \), ie \( S(.) = 1 - F(.) \). Then
\[ \sum_{i=1}^n X_i \left\{ \hat{Y}_i(\hat{\beta}^{(0)}) - Y_i \right\} = \sum_{i=1}^n X_i \left\{ \hat{Y}_i(\hat{\beta}^{(0)}) - \hat{Y}_i^0 \right\} + \sum_{i=1}^n X_i (\hat{Y}_i^0 - Y_i) \quad (25) \]

The second term on the right hand side of (25) is \( O_p(n^{1/2}) \) by the CLT, we only need to consider the first term on the right hand side of (25), which is equal to
\[ \sum_{i} X_i (1 - \delta_i) \left\{ \frac{\int_{e_i(\hat{\beta}^{(0)})}^\infty \hat{S}(s, \hat{\beta}^{(0)})ds}{\hat{S}\{e_i(\beta_0)\}} - \frac{\int_{e_i(\beta_0)}^\infty S(s)ds}{S\{e_i(\beta_0)\}} \right\}, \quad (26) \]
where \( \hat{S}(t, \hat{\beta}) \) is the Nelson-Aalen estimator based on data \( (Y_i^* - X_i \beta, \delta_i) \), \( i = 1, \ldots, n \).

Equation (26) is asymptotically equal to
\[ \sum_{i} X_i (1 - \delta_i) \left\{ \int_{e_i(\hat{\beta}^{(0)})}^\infty \hat{S}(s, \hat{\beta}^{(0)})ds - \int_{e_i(\beta_0)}^\infty S(s)ds \right\} \quad (27) \]
\[ - \sum_{i} X_i (1 - \delta_i) \int_{e_i(\beta_0)}^\infty S(s)ds \frac{\hat{S}\{e_i(\beta_0)\} - S\{e_i(\beta_0)\}}{S^2\{e_i(\beta_0)\}} + O_p(1) \quad (28) \]

Next consider (27). Note that
\[ \int_{e_i(\hat{\beta}^{(0)})}^\infty \hat{S}(s, \hat{\beta}^{(0)})ds - \int_{e_i(\beta_0)}^\infty S(s)ds \]
\[ = \int_{e_i(\beta_0)}^\infty \hat{S}(s, \hat{\beta}^{(0)})ds + \int_{e_i(\beta_0)}^\infty \hat{S}(s, \hat{\beta}^{(0)}) - S(s)ds \]
\[ = \int_{e_i(\beta_0)}^\infty S\{e_i(\beta_0)\}ds + \int_{e_i(\beta_0)}^\infty \hat{S}(s, \hat{\beta}^{(0)}) - S\{e_i(\beta_0)\}ds \]
\[ + \int_{e_i(\beta_0)}^\infty \hat{S}(s, \hat{\beta}^{(0)}) - S(s)ds. \]
It is obvious the first term in the above equation is equal to
\[ \int_{e_i(\beta_0)}^{(\beta_0)} S\{e_i(\beta_0)\} ds = S\{e_i(\beta_0)\} - e_i(\beta_0) = -S\{e_i(\beta_0)\} X_i'(\beta_0 - \beta_0). \]

For the second term, applying Lemma 1 and noting that \( \dot{\beta}(0) - \beta_0 = O_p(n^{-1/2}) \) yields
\[ \int_{e_i(\beta_0)}^{(\beta_0)} \dot{S}\{s, \dot{\beta}(0)\} - S\{e_i(\beta_0)\} ds = o_p(n^{-1/2}). \]

Finally, for the third term as
\[ \sqrt{n}[\dot{S}\{s, \dot{\beta}(0)\} - S(s)] \to S(s)Z(s) \]
weakly, where \( Z(s) \) is a version of \( W(v(s)) \), by the weak convergence of stochastic integrals (e.g. Theorem 2.2 of Kurtz and Protter (1991)) and the Skorohod representation theorem, we have that
\[ \int_{e_i(\beta_0)}^{\infty} [\dot{S}\{s, \dot{\beta}(0)\} - S(s)] ds = n^{-1/2} \int_{e_i(\beta_0)}^{\infty} S(s)Z(s) ds + o_p(n^{-1/2}). \]

When applying Theorem 2.2 of Kurtz and Protter (1991), we need to verify that the variance of the integrand of the last integral (or the “change of the time” in the Gaussian process), which is \( \text{var}\{S(t)Z(t)\} = S^2(t)v(t) \) is bounded at \( \infty \). That is \( \limsup_{t \to \infty} S^2(t)v(t) < \infty \). Indeed,
\[ S^2(t)v(t) < \int_{-\infty}^{t} S^2(s) \frac{\lambda_0(s)}{\pi(s, \beta_0)} ds < \int_{-\infty}^{\infty} \frac{dF(s, \beta_0)}{\Gamma(\beta_0, s, \beta_0)} < \infty \]
by the regularity condition. Hence, (27) is equal (in distribution) to
\[ \sum_{i=1}^{n} X_i(1 - \delta_i) \left( [\ddot{A}_i(\beta_0) - S\{e_i(\beta_0)\}] X_i'(\beta_0 - \beta_0) + n^{-1/2} \int_{e_i(\beta_0)}^{\infty} \frac{S(t)}{S\{e_i(\beta_0)\}} \mathcal{W}\{v(t)\} dt \right) + o_p(n^{1/2}) \]
where \( \ddot{A}_i(\beta_0) = \int_{e_i(\beta_0)}^{\infty} \frac{S(s)}{S\{e_i(\beta_0)\}} A(\beta_0, s) ds \) and the last equality stems from that \( \dot{\beta}(0) - \beta_0 = O_p(n^{-1/2}) \).

Finally consider (28). Using Lemma 1, it is follows that
\[ \dot{S}\{e_i(\beta_0)\} \{[\mathcal{A}\{e_i(\beta_0), \beta_0\} - \lambda\{e_i(\beta_0)\}] X_i'(\beta_0 - \beta_0) + n^{-1/2} \mathcal{W}[v\{e_i(\beta_0)\}] \} + o_p(n^{-1/2}), \]

where \( d \) is for equal in distribution.

Hence, (28) is equal, in distribution, to

\[
\sum_i X_i (1 - \delta_i) \int_{c_i(\beta_0)}^{\infty} S(s) ds \left( \sum_i \{e_i(\beta_0), \beta_0\} + \lambda \sum_i X_i (\hat{\beta}^{(0)} - \beta_0) \right) + n^{-1/2} W[v\{e_i(\beta_0)\}] + o_p(n^{1/2})
\]

\[
= \sum_i X_i (\tilde{Y}_i(\beta_0) - Y_i) \left( \sum_i \{e_i(\beta_0), \beta_0\} + \lambda \sum_i X_i (\hat{\beta}^{(0)} - \beta_0) + O_p(n^{-1/2}) \right) + o_p(n^{1/2})
\]

\[
= O_p(n^{1/2}).
\]

Combining (27) and (28) yields the result. \( \square \)

A.5: Proof of Lemma 4

Define the Lagrangian

\[
L(\beta, \mu) = \|W\beta\|_1 + \mu'Z'(\hat{Y} - ZW\beta) - \gamma\|\mu\|_1.
\]

Then (12) and (13) imply

\[
\|W\hat{\beta}\|_1 = L(\hat{\beta}, \hat{\mu}) = \hat{\mu}'Z'\hat{Y} - \gamma\|\hat{\mu}\|_1.
\]

Since

\[
\inf_{\beta} L(\beta, \mu) = \mu'Z'\hat{Y} - \gamma\|\mu\|_1 + \inf_{\beta} (\text{sgn}(\beta) - \mu Z'\mu) W/\beta
\]

\[
= \begin{cases} 
\mu'Z'\hat{Y} - \gamma\|\mu\|_1 & \text{if } \|Z'Z\mu\|_\infty \leq 1 \\
-\infty & \text{otherwise},
\end{cases}
\]

and because (11) holds, we have

\[
\|W\hat{\beta}\|_1 = \inf_{\beta} L(\beta, \hat{\mu}) \leq \sup_{\mu} \inf_{\beta} L(\beta, \mu) \leq \sup_{\mu} L(\tilde{\beta}, \mu)
\]

for any \( \tilde{\beta} \). This, the inequality (10), and the fact that

\[
\sup_{\mu} L(\beta, \mu) = \|W\beta\|_1 + \sup_{\mu} \mu'Z'(\hat{Y} - ZW\beta) - \gamma\text{sgn}(\mu)
\]

\[
= \begin{cases} 
\|W\beta\|_1 & \text{if } \|Z'(\hat{Y} - ZW\beta)\|_\infty \leq \gamma \\
\infty & \text{otherwise}
\end{cases}
\]

imply that \( \|W\hat{\beta}\|_1 \leq \|W\beta\|_1 \) whenever \( \|Z'(\hat{Y} - ZW\beta)\|_\infty \leq \gamma \). This means that \( \hat{\beta} \) solves (9). \( \square \)
A.6: Proof of Proposition 5

With $\hat{\mu}$ and $\hat{\beta}$ as in (14)-(17), we check that (10)-(13) hold with probability tending to 1. First note that

$$Z'_A Z \hat{\mu} = Z'_A Z A \hat{\mu}_A = \text{sgn}(\beta_0)_A$$

and

$$Z'_A Z \mu = Z'_A Z A (Z'_A Z A)^{-1} \text{sgn}(\beta_0)_A$$

$$= (W^{-1}_{A,A})' X'_A P_n X A (X'_A P_n X A)^{-1} W A \text{sgn}(\beta_0)_A$$

$$= o_P(1).$$

This implies that (11) holds with probability tending to 1. To see that (10) holds with probability approaching 1, first observe that

$$Z'_A (Y - Z W \hat{\beta}) = \gamma \text{sgn}(\hat{\mu})_A.$$

Furthermore,

$$Z'_A (Y - Z W \hat{\beta}) = Z'_A [I - Z A (Z'_A Z A)^{-1} Z'_A] Y + \gamma Z'_A Z A (Z'_A Z A)^{-1} \text{sgn}(\hat{\mu})_A$$

$$= W^{-1}_{A,A} X'_A P_n [I - P_n X A (X'_A P_n X A)^{-1} X'_A P_n] Y$$

$$+ \gamma W^{-1}_{A,A} X'_A P_n X A (X A P_n X A)^{-1} W A \text{sgn}(\hat{\mu})_A.$$

Proposition 3 implies that

$$X'_A P_n [I - P_n X A (X'_A P_n X A)^{-1} X'_A P_n] Y = X'_A P_n [I - P_n X A (X'_A P_n X A)^{-1} X'_A P_n] Y + O_P(\sqrt{n})$$

$$= O_P(\sqrt{n}),$$

where the second equality above holds because

$$X'_A P_n [I - P_n X A (X'_A P_n X A)^{-1} X'_A P_n] Y = X'_A P_n [I - P_n X A (X'_A P_n X A)^{-1} X'_A P_n] \epsilon$$

and

$$|X'_A P_n [I - P_n X A (X'_A P_n X A)^{-1} X'_A P_n] P_n X_j| \leq X'_A X_j,$$
which implies that

\[
\frac{1}{\sqrt{n}}X'_AP_n\left[I - P_nX_A(X'_AP_nX_A)^{-1}X'_AP_n\right]Y
\]

has mean 0 and bounded variance. Since \(W^{-1}_{A,A} = o_P(\gamma/\sqrt{n})\), it follows that

\[
W^{-1}_{A,A}X'_AP_n\left[I - P_nX_A(X'_AP_nX_A)^{-1}X'_AP_n\right]\hat{Y} = o_P(\gamma).
\]

Combining this with (30) and the fact that

\[
\gamma W^{-1}_{A,A}X_A(P_nX_A(X_A'P_nX_A)^{-1}X_A'P_n)\gamma = o_P(\gamma)
\]

gives

\[
Z'_A(\hat{Y} - ZW\hat{\beta}) = o_P(\gamma).
\]

This fact, plus (29), implies that (10) holds with probability tending to 1. Since

\[
\mu'Z'ZW\hat{\beta} = \mu'Z'_AZ_AW_A\hat{\beta}_A = \text{sgn}(\beta)_A'W_A\hat{\beta}_A
\]

and \(\text{sgn}(\hat{\beta})_A \overset{P}{\to} \text{sgn}(\beta_0)_A\), the probability that (12) holds converges to 1. Lastly,

\[
\mu'Z'P_n(\hat{Y} - ZW\hat{\beta}) = \mu'Z'_A(P_n\hat{Y} - ZW\hat{\beta}) = \gamma \mu'_A\text{sgn}(\hat{\mu})_A = \gamma ||\hat{\mu}||_1,
\]

which implies that (13) holds. We conclude that (10)-(13) hold with probability tending to 1 and the proposition is proved.

\[\square\]

A.7: Proof of Corollary 1

Let \(\hat{\beta}\) be any sequence of solutions to (9), let \(T = \{j; \hat{\beta}_j^1 \neq 0\}\) and let \(E = \{j; |Z'_j(\hat{Y} - ZW\hat{\beta})| = \gamma\}\). Proposition 5 implies that by slightly perturbing \(\hat{\beta}\) if necessary, we can assume that \(E \subseteq A \subseteq T\). The conditions (13)-(10) in Lemma 2 imply that there exists \(t \in \{\pm 1\}^{|T|}\) such that

\[
||W^{-1}X'P_nX_T(X'_TP_nX_T)^{-1}W_Tt||_\infty \leq 1.
\]

Since \(w_j/w_k \overset{P}{\to} \infty\), whenever \(j \in A\) and \(k \in A\), it follows that \(T = A\), with probability tending to 1. Thus, \(P(T = A) \to 1\) and \(\hat{\beta}\) is consistent for model selection.
A.8: Proof of Proposition 6

Define
\[
\Omega = \int_{-\infty}^{\infty} \left[ \Gamma(2)(t, \beta_0) - \frac{\{\Gamma(1)(t, \beta_0)\}^2}{\Gamma(0)(t, \beta_0)} \right] \int_{t}^{\infty} \frac{(1 - F(s))ds}{1 - F(t)} \left\{ \frac{d \log f(t)}{dt} + \frac{f(t)}{1 - F(t)} \right\} dF(t),
\]
(32)
\[
\Lambda = \int_{-\infty}^{\infty} \left[ \Gamma(2)(t, \beta_0) - \frac{\{\Gamma(1)(t, \beta_0)\}^2}{\Gamma(0)(t, \beta_0)} \right] \left\{ \int_{t}^{\infty} \frac{(1 - F(s))ds}{1 - F(t)} \right\}^2 dF(t),
\]
(33)
where \( f(\cdot) \) is the density function for \( F(\cdot) \), the CDF of \( \epsilon_i \), and \( \Gamma(r)(t, \beta_0) \) for \( r = 0, 1 \) are defined as in (19).

Since \( \{T = A\} \subset \hat{\beta}_{0,T} = \hat{\beta}_{0,A} \) and \( P(T = A) \to 1 \) implied by Proposition 5, it follows immediately that
\[
P(\hat{\beta}_{0,T} = \hat{\beta}_{0,A}) = 1.
\]
Therefore, \( \sqrt{n}(\hat{\beta}_{0,T} - \beta_{0,A}) = \sqrt{n}(\hat{\beta}_{0,A} - \beta_{0,A}) + o_P(1) \). Further, as Theorem 4 of Lai and Ying (1991) implies that
\[
\sqrt{n}(\hat{\beta}_{0,A} - \beta_{0,A}) \xrightarrow{d} N(0, \Sigma_A),
\]
the original claim is thus proved.

A.9: Proof of Corollary 2

Since \( \beta^{(0,T)} \) is \( \sqrt{n} \)-consistent for \( \beta \) by Proposition 6, Lemma 2 implies that, with probability tending to 1, \( \hat{\beta}^{*,A} = 0 \) and
\[
\hat{\beta}^{*,A} = (X_n'P_nX_A)^{-1}X_n'P_n\hat{Y}^{(1)} - \gamma(X_n'P_nX_A)^{-1}W_Ar = \hat{\beta}^{(0,A)}_A - \gamma(X_n'P_nX_A)^{-1}W_Ar,
\]
where \( r \in \mathbb{R}^{|A|} \) and \( ||r||_\infty \leq 1 \). By assumption, \( (X_n'P_nX_A)^{-1} = O_p(1/n) \). Since \( r \) is bounded and \( \gamma W_A = o_p(\sqrt{n}) \),
\[
(\gamma(X_n'P_nX_A)^{-1}W_Ar) = o_p(1/\sqrt{n}).
\]
It follows that \( P(\{j; \hat{\beta}^{*,A}_j \neq 0\} = A) \to 1 \) and
\[
\sqrt{n}(\hat{\beta}^{*,A} - \hat{\beta}^{(0,A)}_A) \xrightarrow{P} 0.
\]
Table 1. Simulation results for $p = 2n$ and $V = 3$ with correctly specified working model (based on 500 simulations)

<table>
<thead>
<tr>
<th>$\beta_0 = 1$</th>
<th>$\beta_0 = 1.5$</th>
<th>$\beta_0 = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho = 0$</td>
<td>$\rho = 0.5$</td>
<td>$\rho = 0.9$</td>
</tr>
<tr>
<td>$n = 50$</td>
<td>$n = 100$</td>
<td>$n = 100$</td>
</tr>
<tr>
<td>DZ</td>
<td>DZ</td>
<td>DZ</td>
</tr>
<tr>
<td>1.199 0.491</td>
<td>3.192 0.517</td>
<td>0.942 0.397</td>
</tr>
<tr>
<td>1.361 0.793</td>
<td>2.065 0.709</td>
<td>1.267 0.656</td>
</tr>
<tr>
<td>1.851 0.793</td>
<td>2.778 0.709</td>
<td>1.267 0.656</td>
</tr>
<tr>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
</tr>
<tr>
<td>1.497 0.802</td>
<td>1.219 0.642</td>
<td>1.497 0.802</td>
</tr>
<tr>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
</tr>
<tr>
<td>1.656 0.039</td>
<td>1.351 0.682</td>
<td>1.656 0.039</td>
</tr>
<tr>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
</tr>
<tr>
<td>2.242 0.111</td>
<td>1.462 0.015</td>
<td>1.462 0.015</td>
</tr>
<tr>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
</tr>
<tr>
<td>1.570 0.056</td>
<td>2.120 0.078</td>
<td>2.120 0.078</td>
</tr>
<tr>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
</tr>
<tr>
<td>1.656 0.039</td>
<td>1.351 0.682</td>
<td>1.351 0.682</td>
</tr>
<tr>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
</tr>
<tr>
<td>2.242 0.111</td>
<td>1.462 0.015</td>
<td>1.462 0.015</td>
</tr>
<tr>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
</tr>
<tr>
<td>1.570 0.056</td>
<td>2.120 0.078</td>
<td>2.120 0.078</td>
</tr>
<tr>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
</tr>
<tr>
<td>1.656 0.039</td>
<td>1.351 0.682</td>
<td>1.351 0.682</td>
</tr>
<tr>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
</tr>
<tr>
<td>2.242 0.111</td>
<td>1.462 0.015</td>
<td>1.462 0.015</td>
</tr>
<tr>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
</tr>
<tr>
<td>1.570 0.056</td>
<td>2.120 0.078</td>
<td>2.120 0.078</td>
</tr>
<tr>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
</tr>
<tr>
<td>1.656 0.039</td>
<td>1.351 0.682</td>
<td>1.351 0.682</td>
</tr>
<tr>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
</tr>
<tr>
<td>2.242 0.111</td>
<td>1.462 0.015</td>
<td>1.462 0.015</td>
</tr>
<tr>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
</tr>
<tr>
<td>1.570 0.056</td>
<td>2.120 0.078</td>
<td>2.120 0.078</td>
</tr>
<tr>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
</tr>
<tr>
<td>1.656 0.039</td>
<td>1.351 0.682</td>
<td>1.351 0.682</td>
</tr>
<tr>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
</tr>
<tr>
<td>2.242 0.111</td>
<td>1.462 0.015</td>
<td>1.462 0.015</td>
</tr>
<tr>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
</tr>
<tr>
<td>1.570 0.056</td>
<td>2.120 0.078</td>
<td>2.120 0.078</td>
</tr>
<tr>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
</tr>
<tr>
<td>1.656 0.039</td>
<td>1.351 0.682</td>
<td>1.351 0.682</td>
</tr>
<tr>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
</tr>
<tr>
<td>2.242 0.111</td>
<td>1.462 0.015</td>
<td>1.462 0.015</td>
</tr>
<tr>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
</tr>
<tr>
<td>1.570 0.056</td>
<td>2.120 0.078</td>
<td>2.120 0.078</td>
</tr>
<tr>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
</tr>
<tr>
<td>1.656 0.039</td>
<td>1.351 0.682</td>
<td>1.351 0.682</td>
</tr>
<tr>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
<td>DZ-ADZ-1</td>
</tr>
<tr>
<td>2.242 0.111</td>
<td>1.462 0.015</td>
<td>1.462 0.015</td>
</tr>
<tr>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
<td>DZ-ADZ-INT</td>
</tr>
<tr>
<td>1.570 0.056</td>
<td>2.120 0.078</td>
<td>2.120 0.078</td>
</tr>
<tr>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
<td>DZ-ADZ-2</td>
</tr>
<tr>
<td>1.656 0.039</td>
<td>1.351 0.682</td>
<td>1.351 0.682</td>
</tr>
</tbody>
</table>

DZ: one-stage Dantzig selector defined in (7);
DZ-ADZ-1: one-iteration adaptive Dantzig selector at the second stage (defined in section 4.3);
DZ-ADZ-INT: intermediate adaptive Dantzig selector at the second stage (defined in section 4.3);
DZ-ADZ-2: two-iteration adaptive Dantzig selector at the second stage (defined in section 4.3);
Dantzig Cox: the Dantzig selector proposed in Antoniadis et al. (2009);
ALASSO CLR: Adaptive LASSO for censored linear regression (Datta et al., 2007);
ALASSO Cox: Adaptive LASSO for Cox PH models (Zhang and Lu, 2007).
Table 2. Simulation results for \( p = 2n \) and \( V = 5 \) with correctly specified working model (based on 500 simulations)

<table>
<thead>
<tr>
<th>( n )</th>
<th>Method</th>
<th>( \beta_{101} = 1 )</th>
<th>( \beta_{102} = 1.5 )</th>
<th>( \beta_{103} = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>DZ</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>DZ-ADZ-1</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>DZ-ADZ-INT</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>DZ-ADZ-2</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>Dantzig Cox</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>ALASSO CLR</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>ALASSO Cox</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td>100</td>
<td>DZ</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>DZ-ADZ-1</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>DZ-ADZ-INT</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>DZ-ADZ-2</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>Dantzig Cox</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>ALASSO CLR</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
<tr>
<td></td>
<td>ALASSO Cox</td>
<td>MSE 52.436 0.147 0.297 6.546</td>
<td>MSE 54.320 0.147 0.297 6.546</td>
<td>MSE 56.120 0.147 0.297 6.546</td>
</tr>
</tbody>
</table>

DZ: one-stage Dantzig selector defined in (7);
DZ-ADZ-1: one-iteration adaptive Dantzig selector at the second stage (defined in section 4.3);
DZ-ADZ-INT: intermediate adaptive Dantzig selector at the second stage (defined in section 4.3);
DZ-ADZ-2: two-iteration adaptive Dantzig selector at the second stage (defined in section 4.3);
Dantzig Cox: Dantzig selector proposed in Antoniadis et al. (2009);
ALASSO CLR: Adaptive LASSO for censored linear regression (Datta et al., 2007);
ALASSO Cox: Adaptive LASSO for Cox PH models (Zhang and Lu, 2007).
Table 3. Simulation results for the misspecified working model with $n = 50$ and $p = 2n$ (based on 500 simulations)

<table>
<thead>
<tr>
<th>Method</th>
<th>$\beta_{0j} = 1$</th>
<th>$\beta_{0j} = 1.5$</th>
<th>$\beta_{0j} = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FN</td>
<td>FP</td>
<td>PE</td>
</tr>
<tr>
<td>$V = 3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DZ</td>
<td>0.404</td>
<td>0.239</td>
<td>1.502</td>
</tr>
<tr>
<td>DZ-ADZ-1</td>
<td>0.682</td>
<td>0.04</td>
<td>1.648</td>
</tr>
<tr>
<td>DZ-ADZ-INT</td>
<td>0.682</td>
<td>0.04</td>
<td>1.648</td>
</tr>
<tr>
<td>DZ-ADZ-2</td>
<td>0.682</td>
<td>0.04</td>
<td>1.648</td>
</tr>
<tr>
<td>Dantzig Cox</td>
<td>0.201</td>
<td>0.24</td>
<td>1.389</td>
</tr>
<tr>
<td>Alasso CLR</td>
<td>0.638</td>
<td>0.151</td>
<td>1.232</td>
</tr>
<tr>
<td>Alasso Cox</td>
<td>0.251</td>
<td>0.161</td>
<td>1.494</td>
</tr>
<tr>
<td>$V = 5$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DZ</td>
<td>0.345</td>
<td>0.278</td>
<td>1.097</td>
</tr>
<tr>
<td>DZ-ADZ-1</td>
<td>0.66</td>
<td>0.046</td>
<td>1.48</td>
</tr>
<tr>
<td>DZ-ADZ-INT</td>
<td>0.66</td>
<td>0.046</td>
<td>1.48</td>
</tr>
<tr>
<td>DZ-ADZ-2</td>
<td>0.66</td>
<td>0.046</td>
<td>1.48</td>
</tr>
<tr>
<td>Dantzig Cox</td>
<td>0.219</td>
<td>0.227</td>
<td>1.731</td>
</tr>
<tr>
<td>Alasso CLR</td>
<td>0.599</td>
<td>0.169</td>
<td>1.478</td>
</tr>
<tr>
<td>Alasso Cox</td>
<td>0.251</td>
<td>0.146</td>
<td>1.713</td>
</tr>
</tbody>
</table>

DZ: one-stage Dantzig selector defined in (7);
DZ-ADZ-1: one-iteration adaptive Dantzig selector at the second stage (defined in section 4.3);
DZ-ADZ-INT: intermediate adaptive Dantzig selector at the second stage (defined in section 4.3);
DZ-ADZ-2: two-iteration adaptive Dantzig selector at the second stage (defined in section 4.3);
Dantzig Cox: the Dantzig selector proposed in Antoniadis et al. (2009);
Alasso CLR: Adaptive LASSO for censored linear regression (Datta et al., 2007)
Alasso Cox: Adaptive LASSO for Cox PH models (Zhang and Lu, 2007)
Table 4. Final models for the multiple myeloma training dataset selected by the adaptive Dantzig selectors

<table>
<thead>
<tr>
<th>Probeset</th>
<th>DZ-ADZ-1</th>
<th>DZ-ADZ-INT</th>
<th>DZ-ADZ-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>202075_at</td>
<td>-0.03</td>
<td>-0.07</td>
<td>-0.01</td>
</tr>
<tr>
<td>206871_at</td>
<td>0.10</td>
<td>0.14</td>
<td>0.10</td>
</tr>
<tr>
<td>211674_x_at</td>
<td>-0.06</td>
<td>-0.10</td>
<td>-0.08</td>
</tr>
<tr>
<td>213674_x_at</td>
<td>0.05</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>214777_at</td>
<td>0.02</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>225626_at</td>
<td>0.05</td>
<td>0.09</td>
<td>0.07</td>
</tr>
</tbody>
</table>

DZ-ADZ-1: one-iteration adaptive Dantzig selector at the second stage (defined in section 4.3);
DZ-ADZ-INT: intermediate adaptive Dantzig selector at the second stage (defined in section 4.3);
DZ-ADZ-2: two-iteration adaptive Dantzig selector at the second stage (defined in section 4.3)
Figure 1: Results of 500 simulations of the one-stage Dantzig selector for the censored linear regression model with $n = 100$, $p = 200$, $\beta_{0j} = 1.5$, and $\rho = 0.5$.
Figure 2: Survival comparison between the high/low risk groups using various selectors on an independent validation dataset (the high or low risk is defined based on whether the model-based predicted risk exceeds the median value in the training dataset)