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PLS-ROG: Partial least squares with rank
order of groups

Hiroyuki Yamamoto

Abstract

Partial least squares (PLS), which is an unsupervised dimensionality reduction
method, has been widely used in metabolomics. PLS can separate score depend
on groups in a low dimensional subspace. However, this cannot use the infor-
mation about rank order of groups. This information is often provided in which
concentration of administered drugs to animals is gradually varies. In this study,
we proposed partial least squares for rank order of groups (PLS-ROG). PLS-ROG
can consider both separation and rank order of groups.



Partial least squares for rank order of groups (PLS-ROG) 

 

Consider a matrix Y, which is a mean-centered dummy matrix of group 

information whose elements are 0 or 1. The latent variables t and s are related to 

the data matrix X and the dummy matrix Y by t = Xwx and s = Ywy. PLS for 

discrimination [1] is formulated as the optimization problem of maximizing the 

covariance between the latent explanatory variable t and the latent response 

variable s:  
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The differential penalty of mean of the latent variable s in each group is added to 

the constraint condition of PLS. PLS-ROG is formulated as follows: 
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This formulation is similar as our previous study [2]. The differential matrix D 

and averaging matrix of groups P are set for the g class classification problems 

as follows: 
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By using the method of Lagrange multipliers, the problem in eq. (1) can be 

reformulated as the maximization of 
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Partial differentiation of eq. (2) with respect to wx and wy, followed by a 
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transformation, yields the following two equations. 
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Eqs. (3) and (4) can be rewritten as the eigenvalue problems  
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where λ = 4λxλy. These eigenvalue problems can be computed by using singular 

value decomposition. 

 

Factor loading in PLS-ROG 

 

We now describe the statistical properties of the eigenvector wx that can be 

used for factor loading in PLS-ROG. The correlation coefficient between the 

latent response variables s and the p-th explanatory variable xp can be written as 
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Substituting s = Ywy and xp = Xc, where c the column vector in which the p-th 

element is 1 and the others are 0, yields 
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Transposing eq. (3) gives 'wXY''wy xxn λ21/ =−
 
which can be substituted in eq. 

(8), giving 
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Now 
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which can be substituted into eq. (9), giving 
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The scalar wy'Y'Ywy can be assumed to be constant because it does not depend on 

the p-th variable xp. With autoscaling of data, the p-th component of the 

eigenvector wx is proportional to the correlation coefficient between the latent 

response variable s and the p-th explanatory variable xp. For this reason, factor 

loadings in PLS can be defined by correlation coefficient in eq. (11). Using this 

definition we can perform a statistical test for factor loading. 
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