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Targeted Learning of an Optimal Dynamic Treatment, and Statistical Inference for its Mean Outcome

Mark J. van der Laan

Abstract

Suppose we observe $n$ independent and identically distributed observations of a time-dependent random variable consisting of baseline covariates, initial treatment and censoring indicator, intermediate covariates, subsequent treatment and censoring indicator, and a final outcome. For example, this could be data generated by a sequentially randomized controlled trial, where subjects are sequentially randomized to a first line and second line treatment, possibly assigned in response to an intermediate biomarker, and are subject to right-censoring. In this article we consider estimation of an optimal dynamic multiple time-point treatment rule defined as the rule that maximizes the mean outcome under the dynamic treatment, where the candidate rules are restricted to only respond to a user-supplied subset of the baseline and intermediate covariates. This estimation problem is addressed in a statistical model for the data distribution that is nonparametric beyond possible knowledge about the treatment and censoring mechanism, while still providing statistical inference for the mean outcome under the optimal rule. This contrasts from the current literature that relies on parametric assumptions.

For the sake of presentation, we first consider the case that the treatment/censoring is only assigned at a single time-point, and subsequently, we cover the multiple time-point case. We characterize the optimal dynamic treatment as a statistical target parameter in the nonparametric statistical model, and we propose highly data adaptive estimators of this optimal dynamic regimen, utilizing sequential loss-based super-learning of sequentially defined (so called) blip-functions, based on newly proposed loss-functions. We also propose a cross-validation selector (among candidate estimators of the optimal dynamic regimens) based on a cross-validated targeted minimum loss-based estimator of the mean outcome under the
candidate regimen, thereby aiming directly to select the candidate estimator that maximizes the mean outcome. We also establish that the mean of the counterfactual outcome under the optimal dynamic treatment is a pathwise differentiable parameter, and develop a targeted minimum loss-based estimator (TMLE) of this target parameter. We establish asymptotic linearity and statistical inference based on this targeted minimum loss-based estimator under specified conditions. In a sequentially randomized trial the statistical inference essentially only relies upon a second order difference between the estimator of the optimal dynamic treatment and the optimal dynamic treatment to be asymptotically negligible, which may be a problematic condition when the rule is based on multivariate time-dependent covariates. To avoid this condition, we also develop targeted minimum loss based estimators and statistical inference for data adaptive target parameters that are defined in terms of the mean outcome under the \( \text{em estimate} \) of the optimal dynamic treatment.

In particular, we develop a novel cross-validated TMLE approach that provides asymptotic inference under minimal conditions, avoiding the need for any empirical process conditions. For the sake of presentation, in the main part of the article we focus on two-time point interventions, but the results are generalized to general multiple time point interventions in the appendix.
1 Introduction

Suppose we observe \( n \) independent and identically distributed observations of a time-dependent random variable consisting of baseline covariates, initial treatment and censoring indicator, intermediate covariates, subsequent treatment and censoring indicator, and a final outcome. For example, this could be data generated by a sequentially randomized controlled trial in which one follows up a group of subjects, and treatment assignment at two time-points is sequentially randomized, where the probability of receiving treatment might be determined by a baseline covariate for the first-line treatment, and time-dependent intermediate covariate (such as a biomarker of interest) for the second-line treatment (Robins (1986)). Such trials are often called sequential multiple assignment randomized trials (SMART). A dynamic treatment rule is a rule that deterministically assigns treatment as a function of the available history. If treatment is assigned at two time points, then this dynamic treatment rule consists of two rules, one for each time point (Robins (1986, 2000, 1993, 1997)). The mean outcome under a dynamic treatment is a counterfactual quantity of interest representing what the mean outcome would have been if everybody would have received treatment according to the dynamic treatment rule (Neyman, 1990; Rubin, 1974, 2006; Holland, 1986; Robins, 1987a,b; Pearl, 2000). Dynamic treatments represent pre-specified multiple time-point interventions that at each treatment-decision stage are allowed to respond to the currently available treatment and covariate history. Examples of multiple time-point dynamic treatment regimens are given in Lavori and Dawson (2000, 2008); Murphy (2005); Rosthj et al. (2006); Thall et al. (2000, 2002); Wagner et al. (2001); Petersen et al. (2007); van der Laan and Petersen (2007); Robins et al. (2008) ranging from rules that change the dose of a drug, change or augment the treatment, to making a decision on when to start a new treatment, in response to the history of the subject.

More recently, SMART designs have been implemented in practice: Lavori and Dawson (2000, 2004); Murphy (2005); Thall et al. (2000); Chakraborti et al. (2010); Kasari (2009); Lei et al. (2011); Nahum-Shani et al. (2012a,b); Jones (2010); Lei et al. (2011). For an extensive list of SMARTs, we refer the reader to the website http://methodology.psuedu/ra/adap-treat-strat/projects. For an excellent and recent overview on the literature on dynamic treatments we refer to Chakraborti and Murphy (2013). Researchers have also aimed to learn dynamic treatments from observational studies: Cotton and Heagerty (2011); Orellana et al. (2010a); Robins et al. (2008); Rosthj et al. (2006); van der Laan and Petersen (2007); Petersen et al. (2008, 2007); Moodie et al. (2009). These observational and sequentially randomized studies provide an
opportunity to learn an optimal multiple time-point dynamic treatment defined as the treatment rule that maximizes the mean dynamic-regimen specific counterfactual outcome over a user supplied class of dynamic regimens. The reinforcement learning (i.e., computer science) and statistical literature have made enormous advances in developing statistical methods that aim to learn such optimal rules.

The literature on Q-learning defines the optimal dynamic treatment among all dynamic treatments in a sequential manner (Sutton and Sung (1998); Murphy (2003); Robins (2003, 2004); Murphy (2005)): considering a two stage SMART, the optimal treatment rule for the second line treatment is defined as the maximizer of the conditional mean outcome, given the observed past, over the possible second line treatments, and the optimal treatment rule for the first line treatment is defined as the maximizer of the conditional mean counterfactual outcome, given baseline covariates, over the possible values for the initial treatment, under the assumption that the second line treatment is assigned according to the just determined optimal rule for the second line treatment. This characterization of the optimal treatment has its roots in multi-stage decision theory and can be thought of as an example of dynamic programming (Bellman, 1957). This optimal rule can be learned through fitting the likelihood and then just calculating the optimal rule under this fit of the likelihood. This approach can be implemented with maximum likelihood estimation based on parametric models. Since there is no need to fit the whole likelihood, one can focus on just fitting the sequential regressions, such as sequential linear least squared regression (see e.g., Murphy (2005)), while Ernst et al. (2005) and Ormoneit and Sen (2002) use regression trees and kernel regression estimators, respectively. Moodie et al. (2012) proposes inverse propensity score weighting of the regressions in Q-learning. Q-learning is not limited to particular type of regression models or outcomes: e.g., Goldberg and Kosorok (2012); Zhao et al. (2011) apply Q-learning to the survival outcome setting.

It has been noted (e.g., Robins (2004), Chakraborti and Murphy (2013)) that the estimator of the parameters of one of the regressions (except the first one) when using parametric regression models is a non-smooth function of the estimator of the parameters of the previous regression, and that this results in non-regularity of the estimators of the parameter vector. This raises challenges for obtaining statistical inference, even when assuming that these parametric regression models are correctly specified. Chakraborti and Murphy (2013) discuss various approaches and advances that aim to resolve this delicate issue such as inverting hypothesis testing (Robins (2004)), establishing non-normal limit distributions of the estimators (E. Laber, D. Lizotte, M. Qian, S. Murphy,
submitted), or using the m out of n bootstrap.

(Murphy, 2003; Robins, 2003, 2004) develop so called structural nested mean models tailored for optimal dynamic treatments. These models assume a parametric model for the ”blip-function” defined as the additive effect of a blip in current treatment on a counterfactual outcome, conditional on the observed past, in the counterfactual world in which future treatment is assigned optimally. Each blip-function defines the optimal treatment rule for that time point by simply maximizing it over the treatment, so that knowing the blip functions, allows one to calculate the optimal dynamic treatment by starting with maximizing the last blip function and moving backwards in time till the first time point. In the original formulation of structural nested mean models the future treatment in the blip-functions was set equal to some baseline treatment (Robins, 2000), while Murphy (2003) and Robins (2003, 2004) generalized this class of models to structural nested mean models tailored for estimation of optimal dynamic regimens, by defining the future treatment as the optimal treatment. These models are semi-parametric since they only rely on a parametric model of the blip function (at least in a SMART), but they aim to leave the nuisance parameters unspecified. These authors develop estimators for the unknown parameters of the blip-functions using estimating equation methodology. The estimated blip functions now define an estimator of the optimal rule. Statistical inference for the parameters of the blip function proceeds accordingly, but Robins (2004) points out the irregularity of the estimator, resulting in some serious challenges for statistical inference as referenced above.

Structural nested mean models have also been generalized to blip functions that condition on a (counterfactual) subset of the past, thereby allowing the learning of optimal rules that are restricted to only using this subset of the past (Robins (2004) and section 6.5 in van der Laan and Robins (2003)).

An alternative approach, referenced as the direct approach in Chakraborti and Murphy (2013), uses marginal structural models for the dynamic regimen specific mean outcome for a user supplied class of dynamic treatments. If one assumes the marginal structural models are correctly specified, then the parameters of the marginal structural model map into a dynamic treatment that is optimal among the user supplied class of dynamic regimens. In addition, the MSM also provides the complete dose-response curve, i.e. the mean counterfactual outcome for each dynamic treatment in the user-supplied class. This generalization of the original marginal structural models for static interventions to MSMs for dynamic treatments were developed independently by (Orellana et al., 2010a; van der Laan and Petersen, 2007). These articles present inverse probability of treatment and censoring weighted (IPCW)
estimators and double robust augmented IPCW-estimators based on general longitudinal data structures, allowing for right-censoring, time-dependent covariates and survival outcomes, and these articles also include data analysis examples learning the optional rule for when to switch treatment based on CD4-count. Double robust estimating equation based methods that estimate the nuisance parameters with sequential parametric regression models using clever covariates were developed for MSMs for static interventions in Bang and Robins (2005) and and analogue targeted minimum loss-based estimator (van der Laan and Rubin, 2006; van der Laan, 2008; van der Laan and Rose, 2012) for marginal structural models for a user supplied class of dynamic treatments was developed in Petersen et al. (2013) building on the TMLE for the mean outcome for a single dynamoc treatment developed in van der Laan and Gruber (2012). Additional application papers of interest are (Hernan et al., 2006; Cotton and Heagerty, 2011; Shortreed and Moodie, 2012) which involve fitting MSMs for dynamic treatments defined by treatment-tailoring threshold using IPCW methods.

Each of the above referenced approaches for learning an optimal dynamic treatment rely on parametric assumptions: even the structural nested mean models and the marginal structural models both rely on parametric models for the blip-function and dose-response curve, respectively. As a consequence, even in a SMART, the statistical inference for the optimal dynamic treatment heavily relies on assumptions that are generally believed to be false, and will thus be expected to be biased. Therefore, in this article, we aim to avoid such assumptions and instead define the semi parametric statistical model for the data distribution as nonparametric, beyond the possible knowledge on the treatment mechanism (e.g., known in a RCT) and censoring mechanism. This forces us to define the optimal dynamic treatment and the corresponding mean outcome as parameters defined on this nonparametric model, and to develop data adaptive estimators of the optimal dynamic treatment. In order to not only consider the most ambitious fully optimal rule, we define $V$-optimal rules as the optimal rule that only use a user-supplied subset $V$ of the available covariates. This allows us to consider sub-optimal rules that are easier to estimate and thereby allow for statistical inference for the counterfactual mean outcome under the sub-optimal rule, i.e., analogue to the generalized structural nested mean models whose blip-functions only condition on a counterfactual subset of the past.

Our estimators of the blip-functions (that also define the $V$-optimal rule) are based on sequential (analogue to Q-learning) loss-based super-learning (van der Laan and Dudoit, 2003; van der Vaart et al., 2006; van der Laan et al., 2006, 2007; Polley et al., 2012) which involves the application of a
super-learner to fit each of the blip-functions that are defined after having fitted the ”previous” blip functions. The super-learner is defined by generating a family of candidate estimators, a risk for each candidate estimator, and selection among all candidate estimators based on a cross-validation based estimator of this risk. Some of these candidate estimators could be based on parametric models of the blip-functions (as in a structural nested mean model), while others are based on available machine learning algorithms. By previously established oracle inequality results on the cross-validation selector established in the above mentioned references, our results guarantee that in SMART the super-learner will be asymptotically equivalent with the estimator selected by the oracle selector (selecting the best) and thereby outperforms any of the parametric model based estimators and any of the other estimators in the family of candidate estimators, under the assumption that non of the parametric models are correctly specified, while it achieves the same rate of convergence as the correctly specified parametric model otherwise. In this manner, our sequential super-learner is at each stage doing an asymptotically optimal job in fitting the blip-function relative to its user supplied class of candidate estimators. Practical findings strongly suggest that this will also result in superior performance in most practical situations relative to sticking to one particular estimation procedure (Polley et al., 2012; van der Laan and Rose, 2012).

Such an estimator of the blip-functions could be substituted in the formula for the optimal dynamic treatment in terms of these blip-function. We also propose a cross-validation selector that selects among candidate estimators of the optimal dynamic treatment based directly on the performance of the candidate rule (instead of the performance in fitting the blip-function). For that purpose, we use cross-validation based on a loss-function whose risk equals the mean outcome under the candidate rule, and we discuss oracle inequalities for this cross-validation selector whose loss-based dissimilarity equals the mean outcome under the candidate rule minus the mean outcome under the optimal rule. We also develop cross-validated targeted minimum loss-based estimator of the same risk in order to improve finite sample performance of the cross-validation selector. In this manner, we target the fine-tuning of the fit of the optimal rule w.r.t a measure of performance that directly measures the performance of the rule in minimizing the mean outcome, the very measure that defines the optimal rule. In particular, this cross-validation selector could be used to select among different candidate estimators of the optimal dynamic treatment indexed by a choice of estimator of the blip-functions.

Since we are not assuming parametric models, we are not able to obtain statistical inference for these optimal rules, although the proposed cross-validated
risks for the blip-function at each stage provides a mean to assess the practical performance of these blip-functions and thereby indirectly the corresponding rules. However, we will show that the mean outcome under the optimal rule is a pathwise differentiable parameter of the data distribution, indicating that it is possible to develop asymptotically linear estimators of this target parameter under conditions. In fact, we obtain the surprising result that the pathwise derivative of this target parameter equals the pathwise derivative of the mean counterfactual outcome under a given dynamic treatment rule set at the optimal rule, treating the latter as known. By a reference to the current literature for double robust and efficient estimation of the mean outcome under a given rule, we then obtain a targeted minimum loss-based estimator for the mean outcome under the optimal rule. Subsequently, we prove asymptotic linearity and efficiency of this TMLE, allowing us to construct confidence intervals for the mean outcome under the optimal dynamic treatment or its contrast w.r.t. a standard treatment. Thus contrary to the irregularity of the estimators of the unknown parameters in the semi parametric structural nested mean model, we can construct regular estimators of the mean outcome under the optimal rule in the nonparametric model.

In a SMART the statistical inference would only rely upon a second order difference between the estimator of the optimal dynamic treatment and the optimal dynamic treatment itself to be asymptotically negligible. This is a reasonable condition if we restrict ourselves to rules only responding to a one dimensional time-dependent covariate, or if we are willing to make smoothness assumptions. To avoid this condition, we also develop targeted minimum loss based estimators and statistical inference for data adaptive target parameters that are defined in terms of the mean outcome under the estimate of the optimal dynamic treatment (see van der Laan et al. (2013) for a general approach for statistical inference for data adaptive target parameters). In particular, we develop a novel cross-validated TMLE approach that provides asymptotic inference under minimal conditions.

For the sake of presentation, we focus on two-time point treatments in the main part of the article. In the Appendix we generalize these results to general multiple time point treatments, and develop general (sequential) super-learning based on the efficient cross-validated TMLE of the risk of a candidate estimator. In the appendix we also develop a TMLE of a projection of the blip functions on a parametric working model (with corresponding statistical inference), which can be used as candidate estimators in our super-learners, but also present a result of interest in its own right.
1.1 Organization of article

The first part of this article concerns estimation and statistical inference for the optimal dynamic treatment for a single time-point treatment. This estimation problem in the context of randomized controlled trials, a binary outcome, targeting the optimal rule using all the covariates, was handled through loss-based super learning of the conditional additive effect of treatment given all the baseline covariates in Polley and van der Laan (2009). In (Qian and Murphy, 2011; Zhao et al., 2012) it was shown that the estimation of the optimal dynamic treatment can be reduced to a classification problem. Rubin and van der Laan (2012) identifies an entire family of such reductions to classification for the binary outcome problem, and proposed a more efficient reduction. In this paper, we target the blip-function that indirectly identifies the optimal treatment, and target the optimal rule directly (where the IPCW-loss relates to the classification problem formulation), which is also the approach we follow for multiple time-point interventions.

In Section 2 we define the $V$-optimal rule for the point-treatment data structure, and present the formal estimation problem to be addressed: i.e. data adaptive estimation of the $V$-optimal rule, and statistical inference for the mean counterfactual outcome under the $V$-optimal rule. In Section 3 we present a data adaptive loss-based estimation procedure for the $V$-optimal rule, using super-learning. The super-learner is based on a cross-validated estimator of a measure of performance of the blip-function. In Section 4 we define a super-learner based on a cross-validated estimator of the mean outcome of the rule implied by the blip-function. In Section 5 we study the mean counterfactual outcome under the $V$-optimal treatment as a statistical target parameter, establish pathwise differentiability with known canonical gradient/efficient influence curve, and obtain a closed form expression of the expectation of the efficient influence curve at misspecified nuisance parameters. The latter (generalized double robustness results) provides a key ingredient for analyzing the TMLE. In Section 6 we present the TMLE of this target parameter, and in Section 7 we present a formal theorem establishing asymptotic linearity of the TMLE and corresponding confidence intervals based on this TMLE. The implications of this theorem for the analysis of RCTs are discussed.

The second part of this article covers the two-time point treatment case, and thereby in essence the multiple time point treatment case. This part is organized in the same manner: Section 8 defines the estimation problem; Section 9 presents a sequential data adaptive loss-based super learner of the blip-functions for the $V$-optimal treatment rule, and a super-learner based on a cross-validated estimator of the mean outcome under the candidate rule
implied by the candidate blip function; Section 10 establishes the desired path-wise differentiability of the mean counterfactual outcome under the $V$-optimal rule and a closed form expression of the expectation of the efficient influence curve under misspecified nuisance parameters; Section 11 presents the TMLE of this target parameter; and Section 12 presents an asymptotic linearity theorem for this TMLE and corresponding statistical inference.

The third part of this article concerns statistical inference for data adaptive target parameters that are defined in terms of the mean outcome under the estimate of the optimal dynamic treatment, thereby avoiding the consistency and rate condition for the fitted $V$-optimal rule as required for asymptotic linearity of the TMLE of the mean outcome under the actual $V$-optimal rule. Firstly, in Section 13 we present the asymptotic linearity theorem for the TMLE for the mean outcome under the actual fitted dynamic treatment regimen. In Section 14 we present a cross-validated TMLE (CV-TMLE) approach that provides asymptotic inference under minimal conditions for the mean outcome under a dynamic treatment fitted on a training sample, averaged across the different splits in training sample and validation sample. Both results allow us to construct confidence interval that have the correct asymptotic coverage of the random true target parameter, but statistical inference based on the CV-TMLE avoids an empirical process condition that can put a brake on the allowed data adaptivity of the estimator.

Section 15 concludes with a summary, and some remarks, indicating possible directions for future research. The Appendix describes the generalization of the two time-point treatment case to the general case and studies optimal estimation of the risk for a candidate estimator of the $V$-optimal rule resulting in sequential super-learning based on a CV-TMLE of the risk. In the appendix we also develop the TMLE of the projection of the blip-functions on a user-supplied parametric working model.

2 Formulation of optimal dynamic treatment estimation problem: single time-point treatment

Suppose we observe $n$ independent and identically distributed copies $O_1, \ldots, O_n$ of $O = (W, A, Y) \sim P_0$, where $W$ are baseline-covariates, $A = (A_1, A_2) \in \{0, 1\}^2$ is a subsequently assigned binary treatment $A_1$ and missing indicator $A_2$, and $Y$ is a final outcome of interest. Consider a model that makes no assumptions on the marginal distribution $Q_{W,0} = Q_W(P_0)$ of $W$ and the con-
ditional distribution \( Q_{Y,0} = Q_Y(P_0) \) of \( Y \), given \( A, W \), but might assume a model on the conditional distribution \( g_0 = g(P_0) \) of \( A \), given \( W \). In particular, the data might be generated by a randomized controlled trial in which the outcome is not subject to missingness, in which case \( g_0 \) is known. Let’s denote the collection of possible probability distributions of \( O \) with \( \mathcal{M} \), which we refer to as the statistical model for the true data distribution \( P_0 \). Let \( \bar{Q}_0 \equiv E_{P_0}(Y \mid A, W) \) denote the conditional mean of \( Y \), given \( A, W \).

Let \( V \) be a function of \( W \). Define the blip-function

\[
\bar{Q}_0(V) \equiv E_{P_0}(E_{P_0}(Y \mid A_1 = 1, A_2 = 1, W) - E_{P_0}(Y \mid A_1 = 0, A_2 = 1, W) \mid V)
\]

\[
= E_{P_0}(Q_0(1, 1, W) - \bar{Q}_0(0, 1, W) \mid V).
\]

This parameter of \( P_0 \) generates an optimal treatment rule \( V \rightarrow d_0(V) \in \{0, 1\} \times \{1\} \) for assigning treatment and missing indicator defined as

\[
d_0(V) \equiv (I(\bar{Q}_0(V) > 0), 1).
\]

Under a causal model, such as the Neyman-Rubin model (Neyman (1990); Rubin (1974, 2006); Holland (1986); Robins (1987a, b)), or the structural causal model (Pearl, 2000), which allows the representation of the observed data as a missing data structure \((W, A, Y = Y(A))\) on the counterfactuals

\[
X = (W, Y(0, 0), Y(1, 0), Y(0, 1), Y(1, 1)),
\]

and assumes \( A \) is independent of \( Y(a) \), given \( W \), for \( a \in \{0, 1\}^2 \) (i.e., randomization assumption), we have

\[
\bar{Q}_0(V) = E_{P_0}(Y(1, 1) - Y(0, 1) \mid V),
\]

and thus

\[
d_0(V) \equiv (I(E_{P_0}(Y(1, 1) - Y(0, 1) \mid V) > 0), 1).
\]

In this case, \( d_0 \) assigns the causally optimal treatment based on the baseline covariates \( V \) and assigns ”no missingness”. It follows that

\[
d_0 = \arg \max_{d \in D} E_{P_0}Y_d
\]

is the rule that maximizes the mean outcome over all possible dynamic treatments \( D \) that are only a function of \( V \) and that assign \( A(2) = 1 \).

Beyond estimation of this \( V \)-optimal rule \( d_0 \), in this article we are also concerned with statistical estimation and inference for \( E_0Y_{d_0} \) which is represented by the following statistical target parameter \( \Psi : \mathcal{M} \rightarrow \mathbb{R} \), defined as

\[
\Psi(P_0) = E_{P_0}\{I(\bar{Q}_0(V)) > 0)\bar{Q}_0(1, 1, W) + I(\bar{Q}_0(V) \leq 0)\bar{Q}_0(0, 1, W)\}.
\]
One can write this as $\Psi(P_0) = E_{Q_{W,0}} \tilde{Q}_0(d_0(V), W)$. We will also denote this parameter with $\Psi(Q_0)$, where $Q_0 = (\tilde{Q}_0, Q_{W,0})$ is the relevant part of the data distribution $P_0$ this statistical target parameter depends upon. Sometimes, we will also denote it with $\Psi(d_0, \tilde{Q}_0, Q_{W,0})$ to emphasize the dependence on the rule $d_0$, $Q_0(A, W)$, and $Q_{W,0}$. The definition of $\Psi(P_0)$ relies on the so-called positivity assumption that $g_0(1, 1 | W) > 0$ and $g_0(0, 1 | W) > 0$ a.e., since otherwise the rule $d_0(V)$ is not defined.

Under the causal model and randomization assumption we have

$$\Psi(P_0) = E_{P_0} Y_{d_0} = \max_{d \in \mathcal{D}} E_{P_0} Y_d,$$

where the maximum is over all rules that are functions of $V$ and assign $A(1) = 1$.

By using that $I(\tilde{Q}_0(V) \leq 0) = (1 - I(\tilde{Q}_0(V) > 0))$, it follows that we can also represent $\Psi$ as:

$$\Psi(Q_0) = E_{P_0} \tilde{Q}_0(0, 1, W) + E_{P_0} I(\tilde{Q}_0(V) > 0) \{\tilde{Q}_0(1, 1, W) - \tilde{Q}_0(0, 1, W)\} = E_{P_0} \tilde{Q}_0(0, 1, W) + E_{P_0} I(\tilde{Q}_0(V) > 0) \tilde{Q}_0(V).$$ (1)

The estimation problem is defined: we observe $n$ i.i.d. copies of $O = (W, A, Y) \sim P_0 \in \mathcal{M}$ and we wish to estimate the $V$-optimal rule $d_0$, and its mean $E_{P_0} Y_{d_0} = \Psi(P_0)$, where $\Psi(P_0) = E_{P_0} \tilde{Q}_0(0, 1, W) + E_{P_0} I(\tilde{Q}_0(V) > 0) \tilde{Q}_0(V)$.

Throughout the paper we will use counterfactual notation to denote parameters since it simplifies notation and helps the presentation, as if we assume a causal model and the randomization assumption, but, we always mean the corresponding statistical parameter of the data distribution whose definition only relies on the positivity assumption.

### 3 Data adaptive estimation of the $V$-optimal rule: Targeting the $V$-adjusted blip-function

We propose to utilize the loss-based super-learning approach to estimate $\tilde{Q}_0(V)$, which implies a corresponding estimator of the $V$-optimal rule $d_0(V) = I(\tilde{Q}_0(V) > 0)$. We will first present loss-functions, and subsequently, we present the loss-based super-learning method (van der Laan and Dudoit, 2003; van der Vaart et al., 2006; van der Laan et al., 2006, 2007; Polley et al., 2012).
3.1 Loss functions

We propose the following loss-function directly inspired by (Rubin and van der Laan, 2007):

\[ L_{Q_0,g_0}(Q)(O) = (D_1(Q_0, g_0)(O) - \bar{Q}(V))^2. \]

This loss function is indexed by nuisance parameters \((Q_0, g_0)\) required to evaluate

\[ D_1(Q_0, g_0) \equiv I(A(2) = 1) \frac{2A(1) - 1}{g_0(A \mid W)} (Y - \bar{Q}_0(A, W)) + \bar{Q}_0(1, 1, W) - \bar{Q}_0(0, 1, W). \]

In fact, \(D_1(Q_0, g_0) - EP_0(Y(1, 1) - Y(0, 1))\) is the efficient influence curve for the parameter \(EP_0(Y(1, 1) - Y(0, 1))\), and it has the property that \(EP_0(D_1(Q, g) \mid V) = Q_0(V)\), if either \(Q = Q_0\) or \(g = g_0\) (and that \(0 < g(1, 1 \mid W), 0 < g(0, 1 \mid W)\)). Due to this property it follows that if either \(D_1(Q, g) = D_1(Q_0, g)\) or \(D_1(Q, g) = D_1(Q, g_0)\), then

\[
P_0L_{Q,g}Q = P_0D_1(Q, g)^2 + P_0\bar{Q}^2(V) - 2P_0D_1(Q, g)\bar{Q}(V)
= P_0D_1(Q, g)^2 + P_0\bar{Q}^2(V) - 2P_0\bar{Q}_0(V)\bar{Q}(V)
= P_0(\bar{Q} - \bar{Q}_0)^2(V) + P_0D_1(Q, g)^2 - P_0\bar{Q}_0^2(V).
\]

Thus this proves that, if either \(D_1(Q, g) = D_1(Q_0, g)\) or \(D_1(Q, g) = D_1(Q, g_0)\), then the true risk of this loss function \(L_{Q,g}Q\) equals \(P_0(\bar{Q} - \bar{Q}_0)^2(V)\) up till a constant (not depending on the candidate \(Q\)), so that \(\bar{Q} \rightarrow P_0L_{Q,g}Q\) is minimized over \(\bar{Q}\) by the true \(\bar{Q}_0\). Moreover, it can be shown that \(P_nD_1(Q_0, g_0)\bar{Q}\) is an efficient estimator of \(P_0\bar{Q}_0\bar{Q}\) demonstrating that the empirical mean of the loss efficiently estimates the true underlying risk, making \(L_{Q_0,g_0}Q\) a double robust and efficient loss function for this true underlying squared error risk. That is, \(P_nL_{Q_0,g_0}Q\) (and its cross-validated counterpart as used in cross-validation) is a double robust locally efficient estimator of the true underlying risk (up till the irrelevant constant), under regularity conditions.

A special choice of loss-function is obtained by setting \(\bar{Q}_0(A, W) = 0\) so that \(D_1(Q_0, g_0)\) simplifies to

\[ D_1(g_0)(O) = I(A(2) = 1) \frac{2A(1) - 1}{g_0(A \mid W)} Y. \]

In this case, the loss-function \(L_{g_0}Q)(O) = (D_1(g_0)(O) - \bar{Q}(V))^2\) only depends on the single nuisance parameter \(g_0\), which would be known in an RCT without missingness. However, even in such an RCT, we would recommend to use a loss-function \(L_{Q_0,g_0}Q\) based on an estimator \(\bar{Q}_n\) or \(EP_0(Y \mid A, W)\), so that
the empirical mean of the loss-function is a more efficient estimator of the underlying risk of $\bar{Q}$.

Suppose that it is known that $Y \in [0,1]$ and $\bar{Q}_0(V) \in (0,1)$. Then it is known that $Q_0(V) \in (-1,1)$. More generally, suppose that it is known that $Q_0(V) \in (a,b)$. Define $D_{1,a,b}(Q,g) = \frac{D_1(Q,g) - a}{b - a}$, and $\bar{Q}_{0,a,b} = (\bar{Q} - a)/(b - a)$, and define the loss

$$-L_{1,Q,g} (\bar{Q}) = D_{1,a,b}(Q,g) \log \bar{Q}_{a,b} + (1 - D_{1,a,b}(Q,g)) \log(1 - \bar{Q}_{a,b}).$$

By the same argument, it follows that, if either $D_1(Q,g) = D_1(Q_0,g)$ or $D_1(Q,g) = D_1(Q,g_0)$, then

$$P_0L_{1,Q,g}(\bar{Q}) = -P_0 \{ \bar{Q}_{a,b} \log D_{1,a,b}(Q,g) + (1 - \bar{Q}_{a,b}) \log(1 - \bar{Q}_{a,b}) \}$$

showing that the true risk of this loss function is a Kullback-Leibler dissimilarity between $\bar{Q}_{a,b}$ and $\bar{Q}_0$. In addition, $P_0L_{1,Q,g}(\bar{Q})$ is an efficient estimator of this true underlying risk. Thus, this quasi-log-likelihood loss function satisfies that $\arg\min_{\bar{Q}}P_0L_{1,Q,g}(\bar{Q}) = \bar{Q}_0$ if either $D_1(Q,g) = D_1(Q_0,g)$ or $D_1(Q,g) = D_1(Q,g_0)$. Analogue to above, we can define $L_{1,g_0}(\bar{Q})$ as the loss-function that replaces $D_{1,a,b}(Q,g)$ in $L_{1,Q,g}$ by $D_{1,a,b}(g)$ defined above.

We state the validity of these loss functions as a formal result.

**Theorem 1** Assume $0 < g_0(1,1|W)$, $0 < g_0(0,1 | W)$, and that there exists $a,b$ with $a < b < \infty$ so that $\bar{Q}_0(V) \in (a,b)$. Define the following two loss-functions for the parameter $\bar{Q}_0$:

$$L_{Q_0,g_0}(\bar{Q})(O) = (D_1(Q_0,g_0)(O) - \bar{Q}(V))^2$$

$$L_{1,Q_0,g_0}(\bar{Q}) = -\left\{ D_{1,a,b}(Q_0,g_0) \log Q_{a,b}(V) + (1 - D_{1,a,b}(Q_0,g_0)) \log(1 - Q_{a,b}(V)) \right\}$$

We have

$$\bar{Q}_0 = \arg\min_{\bar{Q}} P_0L_{Q,g}(\bar{Q}) \text{ if either } D_1(Q,g) = D_1(Q_0,g) \text{ or } D_1(Q,g) = D_1(Q,g_0),$$

and $0 < g(1,1|W)$, $0 < g(0,1 | W)$. The same result is true for $L_{1,Q,g}$.

### 3.2 Loss-based super-learning

For the sake of presentation, let’s consider a randomized controlled trial without missingness so that we can use the loss-functions $L_{g_0}(\bar{Q})$ or $L_{1,g_0}(\bar{Q})$ for $\bar{Q}_0$. We first need to generate a library of candidate estimators for $\bar{Q}_0(V)$. The
loss function $L_{g_0}(\bar{Q})$ teaches us that we can apply any least-squares regression algorithm to regress $D_1(g_0)(O)$ on $V$, and $L_{1,g_0}(\bar{Q})$ teaches us that we can apply any logistic regression algorithm regressing $D_1^{a,b}(g_0)(O)$ on $V$. In this manner, we obtain a library of candidate estimators $\hat{Q}_j$ of $\bar{Q}_0$, $j = 1, \ldots, J$, where the estimators are viewed as mappings from the empirical distribution $P_n$ of $O_1, \ldots, O_n$ into the parameter space for $\bar{Q}_0$. These can include estimators assuming a parametric regression model, or highly data adaptive machine learning algorithms. This library of $J$ estimators generates a family of candidate estimators $\hat{\bar{Q}}_{\alpha} = \sum_j \alpha_j \hat{Q}_j$ indexed by a weight-vector $\alpha$. We can now use loss-based cross-validation to select the optimal choice

$$\alpha_n = \arg \min_{\alpha} E_{B_n} P_{n,B_n} L_{g_0}(\hat{\bar{Q}}_{\alpha}(P_{n,B_n})), $$

where $B_n \in \{0, 1\}^n$ denotes a random split of the sample into a training sample $\{i : B_n(i) = 0\}$ and validation sample $\{i : B_n(i) = 1\}$, $P_{n,B_n}$ and $P_{n,B_n}^1$ denote the empirical distributions of the training and validation sample, respectively, and we used the notation $Pf = \int f(o)dP(0)$. The final estimator of $\bar{Q}_0(V)$ is now defined as

$$\bar{Q}_n = \hat{\bar{Q}}_{\alpha_n}(P_n),$$

which is called the super-learner. This implies a corresponding plug-in estimator $d_n(V) = (I(\bar{Q}_n(V) > 0), 1)$ of the $V$-optimal rule $d_0$.

Due to the oracle inequality for the cross-validation selector $\alpha_n$ (van der Laan and Dudoit, 2003; van der Vaart et al., 2006; van der Laan et al., 2006), if none of the candidate estimators $\hat{Q}_\alpha$ converges at the parametric rate $1/\sqrt{n}$ to $\bar{Q}_0$, then we have that $\hat{Q}_{\alpha_n}(P_n)$ is asymptotically equivalent (i.e. ratio of loss-based dissimilarities with $Q_0$ converges to 1) with the oracle selected estimator $\hat{Q}_{\tilde{\alpha}}(P_n)$ w.r.t. the loss-based dissimilarity $d(\bar{Q}, \bar{Q}_0) = E_{P_0}\{L_{g_0}(\bar{Q}) - L_{g_0}(\bar{Q}_0)\}$, where the oracle selector is defined as

$$\tilde{\alpha}_n = \arg \min_{\alpha} E_{B_n} P_0 L_{g_0}(\hat{\bar{Q}}_{\alpha}(P_{n,B_n})), $$

This result only relies on the loss-function $L_{g_0}(\bar{Q})$ to be uniformly bounded in $O$ and $\bar{Q}$, which is arranged by assuming the strong version of the positivity assumption: there exists a $\delta > 0$ so that $\delta < g_0(1, 1 \mid W)$, and $\delta < g_0(0, 1 \mid W)$, with probability 1. If one of the candidate estimators converges at rate $1/\sqrt{n}$ (e.g., one of candidate estimators is based on a correctly specified parametric model), then the super-learner also converges at rate $1/\sqrt{n}$, but in this case,
it is not asymptotically equivalent with the oracle selector. These results still hold if \( J = J(n) \) converges to infinity as fast as a polynomial power in \( n \). The same method can be applied with the quasi-log-likelihood loss function \( L_{1,g_0} \).

We could improve the cross-validated risk estimators, and thereby the cross-validation selector, by using the estimated loss \( L_{Q_n,g_0}(\hat{Q}) \) or \( L_{1,Q_n,g_0} \), based on an estimator \( D_1(Q_n,g_0) \) of \( D_1(Q_0,g_0) \). In that case, the cross-validation selector is defined as:

\[
\alpha_n = \arg \min_\alpha E_{B_n} P_{n,B_n}^1 L_{Q_n,B_n,g_0}(\hat{Q}_\alpha(P_{n,B_n}^0)),
\]

where \( Q_{n,B_n} \) denotes the estimator of the nuisance parameters of the loss function based on the training sample \( P_{0,n,B_n} \).

In an observational study, we would use the estimated loss \( L_{Q_n,g_n}(\hat{Q}) \) or \( L_{1,Q_n,g_n} \). Finite sample oracle inequalities and asymptotic results for the resulting cross-validation selector based on such unified loss functions are presented in van der Laan and Dudoit (2003); van der Laan and Petersen (2012); Diaz and van der Laan (2013): in essence, one still obtains powerful oracle results for the cross-validation selector but the rate of convergence is upper-bounded by the product of the rates at which \( g_n \) converges to \( g_0 \) and \( Q_n \) converges to \( Q_0 \). Thus in observational studies in which one has strong knowledge about the treatment assignment mechanism or one knows that there is a single covariate (e.g., the outcome process at baseline) that blocks the effect of the history of the subject on the outcome so that it is sufficient to only adjust for this covariate when fitting the treatment mechanism, the cross-validation selector may still be asymptotically equivalent with the oracle selector above that treats \( g_0 \) as known, even if \( Q_n \) converges to a misspecified \( Q \).

Further improvement can be obtained by estimating the true squared error risk \( P_0 L_{Q_0,g_0}(\hat{Q}) \) with a cross-validated TMLE, since a TMLE respects the global constraints of the model. In this case, oracle results have been obtained in (van der Laan and Petersen, 2012; Diaz and van der Laan, 2013). The CV-TMLE of risk is developed for the general multiple time point intervention case in the Appendix.

4 Data adaptive estimation of the \( V \)-optimal rule: Using performance of rule as criterion

We can generate a family of candidate estimators of the \( V \)-optimal rule by generating a family of candidate estimators of the \( V \)-adjusted blip-function with the estimation methodology of the previous section. In this manner,
we obtain candidate estimators $\hat{d}_j : M_{NP} \to D$, $j = 1, \ldots, J$ defined by $\hat{d}_j(P_n)(V) = I(\hat{Q}_j(P_n)(V) > 0)$ based on an estimator $\hat{Q}_j$ of the $V$-adjusted blip-function $\tilde{Q}_0(V)$. We can use a parametric family to combine estimators. For example, one might define $\hat{\bar{Q}}_\alpha = \sum_j \alpha_j \hat{Q}_j$ for a vector of weights $\alpha$, and corresponding $\hat{d}_\alpha = I(\hat{\bar{Q}}_\alpha > 0)$. In this manner, we generated a whole family of candidate estimators $\{\hat{d}_\alpha : \alpha\}$ of the $V$-optimal rule $d_0$. It remains to propose a data adaptive selector of $\alpha$. In the super-learner of the previous section we selected $\alpha$ based on the cross-validated estimate of a squared error risk of $\hat{\bar{Q}}_\alpha$ as an estimator of $\tilde{Q}_0$. In this section, we consider an alternative criterion for selection of $\alpha$: namely, a cross-validated estimate of the data adaptive parameter $E_{E_{B_n}E_{P_0}Y_{d_\alpha}(P_n,B_n)}$. This cross-validated estimate can be defined as a cross-validated empirical mean of an appropriate loss-function or one can use a cross-validated TMLE (Zheng and van der Laan (2010, 2012); van der Laan and Petersen (2012); Diaz and van der Laan (2013)).

4.1 Loss functions

Consider the double robust loss-function

$$-L_{Q,g}(d)(O) = \frac{I(A = d(V))}{g(A | W)}(Y - \tilde{Q}(A, W)) + \tilde{Q}(d(V), W),$$

indexed by nuisance parameter $(\tilde{Q}(A, W) = E_P(Y | A, W), g)$. We note that

$$E_{P_0}L_{Q,g}(d)(O) = -E_{P_0}Y_d$$

if either $g = g_0$ or $\tilde{Q} = \tilde{Q}_0$. This proves that this loss function is a valid loss function for the optimal rule $d_0$:

$$d_0 = \arg \min_{d \in D} E_{P_0}L_{Q,g}(d)$$

if either $g = g_0$ or $\tilde{Q} = \tilde{Q}_0$.

The loss-based dissimilarity of this loss-function is given by:

$$E_{P_0}L_{Q,g}(d) - E_{P_0}L_{Q,g}(d_0) = E_{P_0}Y_d - E_{P_0}Y_{d_0} \geq 0,$$

if either $g = g_0$ or $\tilde{Q} = \tilde{Q}_0$. This loss-based dissimilarity provides a dissimilarity of a candidate rule $d$ with the optimal rule $d_0$, and the cross-validation selector using this loss function is aiming to minimize this loss-based dissimilarity. If $d(V) = I(\tilde{Q}(V) > 0)$, then this loss-based dissimilarity can be written as:

$$E_{P_0}(Y_d - Y_{d_0}) = E_{P_0}(I(\tilde{Q}(V) > 0) - I(\tilde{Q}_0(V) > 0))\tilde{Q}_0(V)$$

$$= E_{P_0}I(d(V) \neq d_0(V)) | \tilde{Q}_0(V)\,.$$
That is, for each $V$ with $d(V) \neq d_0(V)$ it adds a contribution being equal to the effect size at that $V$ given by $|\tilde{Q}_0(V)|$. This risk dissimilarity also shows that the optimal rule is only uniquely determined on the set $\{V : Q_0(V) \neq 0\}$: i.e., if for a particular $V$ treatment has no effect, it does not matter how the rule is defined for the purpose of maximizing $EY_d$.

In particular, we can consider the IPCW-loss function

$$-L_g(d)(O) = \frac{I(A = d(V))}{g(A \mid W)} Y.$$

For this loss-function we have

$$-E_{P_0} L_{g_0}(d)(O) = E_{P_0} Y_d.$$

The advantage of the double robust loss function relative to the IPCW-loss function is that its empirical mean is a double robust efficient estimator of its risk $E_{P_0} Y_d$.

### 4.2 Loss-based super-learning

For the sake of presentation, let’s consider a randomized controlled trial without missingness so that we can use the loss-function $L_{g_0}(d)$. We can now use loss-based cross-validation to select the optimal choice

$$\alpha_n = \arg \min_\alpha E_{B_n} P^1_{n,B_n} L_{g_0}(\hat{d}_\alpha(P_{n,B_n})),$$

where $B_n \in \{0,1\}^n$ denotes a random split of the sample into a training sample $\{i : B_n(i) = 0\}$ and validation sample $\{i : B_n(i) = 1\}$, $P^0_{n,B_n}$ and $P^1_{n,B_n}$ denote the empirical distributions of the training and validation sample, respectively, and we used the notation $Pf = \int f(o)dP(0)$. Recall $\hat{d}_\alpha(P_n)(V) = I(\hat{Q}(P_n)(V) > 0)$. The final estimator of $\tilde{Q}_0(V)$ is now defined as $\tilde{Q}_n = \hat{Q}_\alpha_n(P_n)$, which implies a corresponding plug-in estimator $d_n(V) = I(\tilde{Q}_n(V) > 0)$ of the $V$-optimal rule $d_0$.

### 4.3 Oracle inequality for cross-validation selector

Since the loss-based dissimilarity $E_{P_0}(Y_{d_0} - Y_d)$ is a second order difference, which, for example, can be bounded by $\|Q - \tilde{Q}_0\|_\infty P(\|\tilde{Q}_0(V)\|_\infty < \|Q - \tilde{Q}_0\|_\infty)$, we apply the oracle inequality for so called quadratic loss-functions (see (van der Laan and Dudoit, 2003; van der Vaart et al., 2006; van der Laan et al., 2006)), so that the remainder term will be $O(1/n)$ instead of $O(1/\sqrt{n})$. 
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However, this relies on a fundamental property of the loss-function, namely that the variance of the $d_0$-centered loss $L_{g_0}(d) - L_{g_0}(d_0)$ can be bounded by its expectation. The following lemma provides the resulting result.

**Lemma 1** Suppose $a \equiv \inf_{V} |Q_0(V)| > 0$ where the infimum is taken over a support of $V$, and $\min_A g_0(A \mid W) > b > 0$ a.e. for some $b > 0$. Consider the discretized cross-validations selector in which we minimize over a set of $K(n)$ possible $\alpha$-values, and we will still denote it with $\alpha_n$. In that case, we have the following oracle inequality for the cross-validation selector presented in (van der Laan and Dudoit, 2003; van der Vaart et al., 2006; van der Laan et al., 2006).

For each $\alpha \delta > 0$ possible discretized cross-validations selector in which we minimize over a set of $K(n)$

\[
E_0 E_{B_n} P_0 \{ L_{g_0}(d_{\alpha_n}(P^0_n,B_n)) - L_{g_0}(d_0) \} \leq (1 + \delta) E_0 \min_{\alpha} E_{B_n} P_0 \{ L_{g_0}(\hat{d}_{\alpha_n}(P^0_n,B_n)) - L_{g_0}(d_0) \} + C(\delta) \frac{\log K(n)}{np},
\]

where $C(\delta) < \infty$ is a universal constant depending on $\delta, a, b$, and $M = \sup_{V} |\tilde{Q}_0(v)|$.

**Proof:** Firstly, by assumption the loss-function is uniformly bounded in the sense that $\sup_{d \in D,O} |L_{g_0}(d)(2)| < M_1 < \infty$ for some $M_1 < \infty$. In addition, we have that

\[
\sup_{d \in D} \frac{\text{VAR}_{P_0} \{ L_{g_0}(d) - L_{g_0}(d_0) \}}{E_0 \{ L_{g_0}(d) - L_{g_0}(d_0) \}} < M_2,
\]

which is shown as follows:

\[
E_0 \{ L_{g_0}(d) - L_{g_0}(d_0) \}^2 = E_0 \{ I(A = d(V)) - I(A = d_0(V)) \}^2 \frac{Y^2}{g_0^2(A \mid W)}
\]

\[
E_0 \mid I(A = d(V)) - I(A = d_0(V)) \mid \frac{Y^2}{g_0^2(A \mid W)}
\]

\[
\leq CE_0 I(d(V) \neq d_0(V))
\]

\[
\leq C_1 E_0 I(d(V) \neq d_0(V)) \mid \tilde{Q}_0(V) \mid
\]

\[
= C_1 E_0 \{ Y_{d_0} - Y_d \}.
\]

The stated oracle inequality is now an application of the general oracle inequality for the cross-validation selector presented in (van der Laan and Dudoit, 2003; van der Vaart et al., 2006; van der Laan et al., 2006). \(\square\)

This lemma relies on the strong assumption that $\tilde{Q}_0(V)$ is bounded away from zero, since only under that assumption we can bound the variance of the $d_0$-centered loss by its expectation. Consider now the case that we do not want to assume $\tilde{Q}_0(V)$ is bounded away from zero. We can obtain the following bound:

\[
E_0 \{ L_{g_0}(d) - L_{g_0}(d_0) \}^2 \leq \sqrt{E_0 \frac{1}{\tilde{Q}_0(v)}} \sqrt{E_0 \{ L_{g_0}(d) - L_{g_0}(d_0) \}}.
\]

(2)
Suppose we now only assume that $E_0 \frac{1}{|Q_0(V)|} < \infty$. Consider the proof of the oracle inequality for quadratic loss-functions in van der Laan and Dudoit (2003) or any of the other references (see page 20 of technical report 126, www.bepress.com/ucbbiostat). It relies on dealing with bounding a remainder term $R_{k,n}$, whose tail-probability can be bounded with Bernsteins-inequality by:

$$P \left( R_{k,n} > s \mid P_{n,B_n}^0, B_n \right) \leq \exp \left( \frac{-np}{2(1 + \delta)^2 \sigma_k^2 + M_1(s + \delta \tilde{H}_k)} \right),$$

where $\tilde{H}_k = P_0 \{ L_{y_0}(d_{\alpha_k}(P_{n,B_n}^0)) - L_{y_0}(d_0) \}$ and $\sigma_k^2$ is the variance of $\{ L_{y_0}(d_{\alpha_k}(P_{n,B_n}^0)) - L_{y_0}(d_0) \}$. In the proof in the above referenced articles, we could bound $\sigma_k^2$ by $\tilde{H}_k$ and thereby establish that the tail-probability is $\exp(-Cns)$, and thereby that the remainder $\max_k R_{k,n}$ has an expectation that is $O((\log K(n))/n)$. In this case, (2) shows that we can only bound $\sigma_k^2$ by the square-root of $\tilde{H}_k$. This yields a tail-probability bound of the form:

$$\exp \left( \frac{-n(s + \tilde{H}_k)^2}{\sqrt{\tilde{H}_k} + (s + \tilde{H}_k)} \right).$$

From this we learn that if $\tilde{H}_k/n^{2/3} \to 0$, then $R_{k,n} = O_P(\tilde{H}_k^{0.25}/n^{1/2})$, and if $\tilde{H}_k/n^{2/3} \to \infty$, then $R_{k,n} = O_P(1/n)$. As a consequence, we can show that for single split cross-validation, we obtain an oracle inequality of the same form as above, but with the remainder term $O(\log K/n)$ in the case that $\tilde{H} = \min_k \tilde{H}_k$ converges to zero slower than $n^{-2/3}$, while the remainder is $O_P(\tilde{H}^{0.25}/n^{0.5})$ if $\tilde{H}$ converges to zero faster than $n^{-2/3}$. So in the latter case the remainder is larger than the leading term in the oracle inequality. This allows us to draw some conclusions regarding the behavior of the cross-validation selector when $E_0(1 \mid Q_0 \mid (V)) < \infty$. Based on the above, we claim that if the loss-based dissimilarity of the oracle selected estimator converges at a slower rate than $n^{-2/3}$, then we have an oracle inequality as above, and thereby the conclusion that the cross-validation selector is asymptotically equivalent with the oracle selector. On the other hand, if the loss-based dissimilarity of the oracle selected estimator converges at a faster rate than $n^{-2/3}$, then the loss-based dissimilarity of the cross-validation selected estimator might converge to zero at a slower rate than $n^{-2/3}$.

If these theoretical considerations have a practical analogue, then this suggests that in the case that $Q_0(V)$ is not uniformly bounded away from zero, this cross-validation selector might be inferior to the cross-validation selector targeting $Q_0$ itself as presented in the previous section, if we expect rates of
convergence for estimation of $\bar{Q}_0$ faster than $n^{-1/3}$ (e.g., dimension of $V$ is low), while this cross-validation selector is asymptotically optimal otherwise (by being equivalent with the oracle selector). Future simulation studies will have to shed more light on the comparison of these two cross-validation selectors.

4.4 CV-TMLE of risk and corresponding super-learner

Above we used the cross-validated empirical mean $E_B n P_n, L_{g_0}(d_\alpha(P_{n,B}))$ as an estimator of the data adaptive parameter $E_B n P_0 Y \bar{d}_\alpha(P_{n,B})$, and thereby as criterion for selecting $\alpha$. Instead, we can use the cross-validated TMLE of this data-adaptive target parameter, which will be presented in the third part of this paper. Since the cross-validated TMLE is a substitution estimator of this data adaptive parameter and thereby also respects global constraints in the statistical model, this can result in meaningful finite sample improvements relative to using the DR-IPCW or IPCW loss function.

5 The efficient influence curve of the mean outcome under the $V$-optimal rule: single time-point treatment

The following theorem shows that $\Psi : M \rightarrow \mathbb{R}$ with $\Psi(P_0) = E_{P_0} Y_{d_0}$ is pathwise differentiable with a specified canonical gradient, also called the efficient influence curve (Bickel et al., 1997; van der Vaart, 1998; van der Laan and Robins, 2003).

**Theorem 2** Assume $P_0(0 < \min(\delta_0(1,1 \mid W), \delta_0(0,1 \mid W))) = 1$, $P_0(\mid Y \mid < M) = 1$ for some $M < \infty$. The parameter $\Psi : M \rightarrow \mathbb{R}$ is pathwise differentiable with canonical gradient $D^*(Q_0, g_0)$ given by

$$D^*(Q_0, g_0) = D^*(d_0, Q_0, g_0) = \frac{I(A = d_0(V))}{g_0(A \mid W)} (Y - \bar{Q}_0(A, W)) + \bar{Q}_0(d_0(V), W) - \Psi(Q_0).$$

That is, $D^*(Q_0, g_0)$ equals the efficient influence curve $D^*(d, Q_0, g_0)$ for the parameter $\Psi_d(P) \equiv E_P Y_d = E_P \bar{Q}(d(V), W)$ treating $d$ as given, at $d = d_0$: $D^*(Q_0, g_0) = D^*(d_0, Q_0, g_0)$.

We will also denote this efficient influence curve $D^*(Q_0, g_0)$ with $D^*(d_0, \bar{Q}_0, Q_{W_0}, g_0)$ to stress its dependence on each of these components of $P_0$. The above theorem represents a surprising result at first sight. In general, if our statistical
target parameter is $EY_{d_{10}}$ for some rule $d_{10}$ that depends on $P_0$, then the dependence of the statistical parameter on the unknown rule, assuming $d_{10}$ is a smooth function of $P_0$, will generate another component to the efficient influence curve beyond the efficient influence curve that treats $d_{10}$ as known. However, for our very special choice of optimal rule $d_{0}$, due to the representation (1), as shown in our proof below, the contribution of the dependence of the rule $d_{0} = I(\hat{Q}_0(V) > 0)$ on $P_0$ to the derivative of our target parameter along paths through $P_0$ equals zero, so that the pathwise derivative is identical to what it would have been if one treats the rule $d_{0}$ as known.

Proof of Theorem 2: Consider the mapping $\Psi(Q) = E_{Q_{W}}I(\hat{Q}(V) > 0)\hat{Q}(V)$, ignoring the term $E_{Q_{W}}\hat{Q}(0,1,W)$ in the definition of $EY_{d_{0}}$, since that one does not depend on the $V$-optimal rule $d_{0}$. The pathwise derivative of $\Psi(Q)$ is defined as $\frac{d}{d\epsilon}\Psi(Q(\epsilon))|_{\epsilon=0}$ along paths $\{P(\epsilon) : \epsilon \in \mathcal{M}\}$. The derivative w.r.t. $\epsilon$ equals the sum of the three contributions $\frac{d}{d\epsilon}E_{Q_{W}(\epsilon)}I(\hat{Q}(V) > 0)\hat{Q}(V)$, $\frac{d}{d\epsilon}E_{Q_{W}}I(\hat{Q}(V) > 0)\hat{Q}(V)$, and $\frac{d}{d\epsilon}E_{Q_{W}}I(\hat{Q}(V) > 0)\hat{Q}(V)$, where all derivatives are at $\epsilon = 0$. The sum of the first two terms equals the pathwise derivative that treats the rule $d_{0}$ as known. The latter pathwise derivative has a canonical gradient given by the expression $D^*(d_{0}, Q_{0}, g_{0}) - D^*_EY_{(0,1)}(P_{0})$, where $D^*(d_{0}, Q_{0}, g_{0})$ is presented in the theorem and $D^*_EY_{(0,1)}(P_{0})$ is the efficient influence curve of $E_{Q_{W}}\hat{Q}(0,1,W)$. Thus, it remains to show that the third derivative equals zero. Consider a path $Q_{Y,\epsilon}(Y \mid A, W) = (1 + \epsilon S_{Y}(Y \mid A, W))Q_{Y}(Y \mid A, W)$ with $E(S_{Y} \mid A, W) = 0$, $S$ is uniformly bounded, and $Q_{W,\epsilon} = (1 + \epsilon S_{W}(W))Q_{W}$ with $E_{S_{W}}(W) = 0$ and $S_{W}$ uniformly bounded. Then

$$
\hat{Q}_{\epsilon}(1,1,W) = \int Y(1 + \epsilon S_{Y}(Y \mid A = (1,1), W))dQ_{Y}(Y \mid A = (1,1), W)
= E(Y \mid A = (1,1), W) + \epsilon E(Y S_{Y}(Y \mid A, W) \mid A = (1,1), W),
$$
and similarly for $A = (0,1)$. Under the assumption that there exists an $M < \infty$ so that $P(Y \mid < M) = 1$, it follows that the supremum norm $\hat{Q}_{\epsilon}(W) - \hat{Q}(W)$ is bounded by $C(M)\epsilon$ for some $C(M) < \infty$, where $\hat{Q}(W) = \hat{Q}(1,1,W) - \hat{Q}(0,1,W)$. Similarly, we can show that $E_{Q_{W}}(\hat{Q}(W) \mid V) - E_{Q_{W}}(\hat{Q}(W) \mid V)$ is bounded by $C\epsilon$ for some $C = C(M) < \infty$, uniformly in choices $\hat{Q}$ that are uniformly bounded. As a consequence, it follows that the supremum norm of $\hat{Q}_{\epsilon}(V) - \hat{Q}(V)$ is bounded by a $C(M)\epsilon$ for some $C(M) < \infty$. We now proceed as follows:

$$
| E[I(\hat{Q}_{\epsilon}(V) > 0)\hat{Q}(V) - E[I(\hat{Q}(V) > 0)\hat{Q} | \hat{Q}(V)]
= | E[I(\hat{Q}_{\epsilon}(V) > 0) - I(\hat{Q}(V) > 0)]\hat{Q}(V) | 
\leq E[I(\hat{Q}(V) \mid < C | \epsilon |) | \hat{Q}(V)],
$$

since, if $\hat{Q}(V) > C | \epsilon |> 0$, then $\hat{Q}_{\epsilon}(V) > 0$ and thus the difference between the two indicators equals zero, and similarly, if $\hat{Q}(V) < -C | \epsilon | < 0$, then
also $\bar{Q}_e(V) < 0$ and thus the difference between the two indicators equals zero again. Now, note that the last term is bounded as follows:

$$EI(\bar{Q}(V) > 0)\bar{Q}(V) = EI(\bar{Q}(V) > 0)\bar{Q}(V) \leq C |\epsilon| EI(\bar{Q}(V) > 0).$$

Since for any random variable $X$ we have $P(0 < X < \epsilon) \to 0$ as $\epsilon \to 0$, it follows that the last expression converges to zero as $\epsilon \to 0$. Thus, we have shown

$$\lim_{\epsilon \to 0} \frac{1}{\epsilon} \{EI(\bar{Q}_e(V) > 0)\bar{Q}(V) - EI(\bar{Q}(V) > 0)\bar{Q}(V)\} = 0.$$

We have the following property of the efficient influence curve, which will provide a fundamental ingredient in the analysis of the TMLE presented in the next section.

**Theorem 3** For any $Q$ with $Q_W = Q_{W,0}$ and any $g$, we have

$$P_0 D^*(Q, g) = \Psi(Q_0) - \Psi(Q) + R(Q, Q_0, g, g_0),$$

where

$$R(Q, Q_0, g, g_0) = E_{P_0}(\bar{Q} - Q_0)(d_Q(V), W) \frac{(g_0 - g)(d_Q(V) | W)}{g(d_Q(V) | W)}$$

$$+ E_{P_0} \{d_Q(V) - d_{Q_0}(V)\} Q_0(V)$$

$$\equiv R_1(Q, Q_0, g, g_0) + R_2(Q, Q_0),$$

and $d_Q(V) = (I(\bar{Q}(V) > 0), 1)$, but $d_Q(V) - d_{Q_0}(V) \equiv I(\bar{Q}(V) > 0) - I(Q_0(V) > 0)$.

If $g(d_Q(V) | W) > \delta > 0$ for some $\delta > 0$, then the first term $R_1()$ in $R(\cdot)$ can be bounded as follows:

$$R_1 \leq \frac{1}{\delta} \sqrt{E_{P_0} \{\bar{Q}(d_Q(V), W) - Q_0(d_Q(V), W)\}^2}$$

$$\sqrt{E_{P_0} \{g_0(d_Q(V) | W) - g(d_Q(V) | W)\}^2}.$$

The second term $R_2$ in $R(\cdot)$ can be bounded as

$$R_2 = E_{P_0} \{d_Q(V) - d_{Q_0}(V)\} \bar{Q}_0(V)$$

$$\leq E_{P_0} I(\bar{Q}_0(V) \mid \bar{Q} - \bar{Q}_0 | (V)) \bar{Q}_0(V)$$

$$\leq E_{P_0} I(\bar{Q}_0(V) \mid \bar{Q} - \bar{Q}_0 | (V)) \bar{Q} - \bar{Q}_0 | (V)$$

$$\leq \sqrt{E_{P_0}(\bar{Q} - \bar{Q}_0)^2(V)} \sqrt{E_{P_0} I(\bar{Q}_0(V) \mid \bar{Q} - \bar{Q}_0 | (V))},$$
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or, by bounding by the supremum norm instead of $L^2$-norm in the last inequality, as

$$R_2(Q, Q_0) \leq \| \bar{Q} - \bar{Q}_0 \|_\infty E_{P_0} I(|\bar{Q}_0(V)| < |\bar{Q} - \bar{Q}_0| (V)).$$

Note that this theorem proves that $R(Q, Q_0, g, g_0)$ is a second order term.

**Proof of Theorem 3:** Recall that $D^*(Q, g)$ equals the efficient influence curve for the fixed rule $d_Q(V) = (I(\bar{Q}(V) > 0), 1)$ at $Q, g$. For a fixed rule $d = d_Q(V)$, the expansion of $P_0 D^*(d, Q, g)$ for the efficient influence curve $D^*(d, Q, g)$ of $EY_d$ is easily derived (see e.g., van der Laan (2012)), which yields: (recall $Q_W = Q_{W, 0}$)

$$P_0 D^*(Q, g) = E_{P_0} \bar{Q}_0(0, 1, W) + E_{P_0} I(\bar{Q}(V) > 0) \bar{Q}_0(V)$$

$$- E_{P_0} \bar{Q}(0, 1, W) - E_{P_0} I(\bar{Q}(V) > 0) \bar{Q}(V)$$

$$+ E_{P_0}\{ \bar{Q}(d_Q(V), W) - \bar{Q}_0(d_Q(V), W) \} g_0(d_Q(V)|W) - g_d(Q(V)|W)$$

$$= E_{P_0} \bar{Q}_0(0, 1, W) + E_{P_0} I(\bar{Q}_0(V) > 0) \bar{Q}_0(V)$$

$$- E_{P_0} \bar{Q}(0, 1, W) - E_{P_0} I(\bar{Q}(V) > 0) \bar{Q}(V)$$

$$+ E_{P_0}\{ I(\bar{Q}(V) > 0) - I(\bar{Q}_0(V) > 0) \} \bar{Q}_0(V).$$

The bounds are obtained as stated in the theorem, using Cauchy-Schwarz inequality. This completes the proof of the theorem. $\square$

Note that, in a randomized controlled trial without missingness, in which case one applies this result at $g = g_0$, we have $R(Q, Q_0, g, g_0) = R_2(Q, Q_0)$.

6 Targeted minimum loss-based estimation of the mean outcome under $V$-optimal rule: single time-point treatment

Our proposed estimator is to first estimate the optimal rule $d_0$, giving us an estimated rule $d_n(V) = (I(\bar{Q}_n(V) > 0), 1)$, and subsequently apply the TMLE of $EY_d$ for a fixed rule $d$ at $d = d_n$. This TMLE of the additive causal effect of a single time point intervention has been previously developed: (Scharfstein et al., 1999; van der Laan and Rubin, 2006; van der Laan and Rose, 2012). Since the efficient influence curve satisfies a double robustness property, the TMLE and the DR-IPCW estimator (defined as a solution of the efficient influence curve based estimating equation) are double robust (Robins and Rotnitzky, 1992; van der Laan and Robins, 2003).
In a previous section we described a data adaptive estimator $d_n$ of $d_0$. We now describe the TMLE for $\Psi_d(P_0) = E_{P_0}Y_d = E_{P_0}Q_0(d(W), W)$ at a fixed rule $d$, and our proposed TMLE is this TMLE applied to $d = d_n$. This TMLE for a fixed dynamic treatment rule has been presented in the literature, but for the sake of being self-contained it will be shortly described here. Firstly, without loss of generality we can assume that $Y \in [0, 1]$. Let $\bar{Q}_n^0$ be an initial estimator of $\bar{Q}_0(A, W) = E_{P_0}(Y \mid A, W)$, and let $g_n$ be an estimator of $g_0$. Since we only need to estimate $\bar{Q}_d^0(W) = \bar{Q}_0(d(V), W)$, this initial estimator $\bar{Q}_n^0$ could be based on the loss function

$$-L(\bar{Q}) = I(A = d(V)) \left\{ Y \log \bar{Q}(A, W) + (1 - Y) \log(1 - \bar{Q}(A, W)) \right\},$$

so that it only measures the performance of $\bar{Q}_n^0$ in estimating the function $\bar{Q}_d^0$. Note that this is indeed a valid loss function for $\bar{Q}_d^0 = \bar{Q}_0(d(V), W)$ since $\bar{Q}_d^0$ is an estimator of $\bar{Q}_0$. In a randomized controlled trial, we can set $g_n = g_0$.

Consider the submodel

$$\text{Logit} \bar{Q}_n^0(\epsilon) = \text{Logit} \bar{Q}_n^0 + \epsilon H(g_n),$$

where $H(g_n)(A, W) = I(A_2 = 1, A_1 = d(V))/g_n(A \mid W)$. Let $\epsilon_n = \arg \min_n P_n L(\bar{Q}_n^0(\epsilon))$, which can be obtained with univariate logistic regression of $Y$ on $H(g_n)$ using Logit$\bar{Q}_n^0$ as off-set, and only using the observations with $A_i = d(W_i)$. This defines now an update $\bar{Q}_n^* = \bar{Q}_n^0(\epsilon_n)$. The TMLE of $E_{P_0}Y_d$ is defined as the resulting plug-in estimator

$$\Psi_d(Q_{W,n}, \bar{Q}_n^*) = \frac{1}{n} \sum_{i=1}^n \bar{Q}_n^*(d(V_i), W_i).$$

Thus, our TMLE of $\Psi(Q_0) = \Psi_{d_0}(Q_{W,0}, \bar{Q}_0)$ is given by

$$\psi_n^* = \Psi_{d_n}(Q_{W,n}, \bar{Q}_n^*) = E_{Q_{W,n}} \bar{Q}_n^*(d_n(W), W)).$$

This TMLE $(d_n, Q_{W,n}, \bar{Q}_n^*)$ solves the efficient influence curve estimating equation:

$$P_n D^*(d_n, \bar{Q}_n^*, Q_{W,n}, g_n) = 0.$$
7 Asymptotic efficiency and linearity of the TMLE of the mean counterfactual outcome under V-optimal rule: single time-point treatment

We now wish to analyze the TMLE \( \psi^*_n = \Psi(d_n, Q_{W,n}, Q_0^n) \) of \( \psi_0 = \Psi(d_0, Q_{W,0}, Q_0) = \Psi(Q_0) \). By Theorem 3, we have

\[-P_0 D^*(d_n, Q_n^*, Q_{W,n}, g_n) = \psi_0 - \Psi(d_n, Q_{W,n}, Q_0^n) + R(Q_n, Q_0, g_n, g_0).\]

Combining this with \( P_n D^*(d_n, Q_n^*, Q_{W,n}, g_n) = 0 \) yields

\[\psi^*_n - \psi_0 = (P_n - P_0) D^*(d_n, Q_n^*, Q_{W,n}, g_n) + R(Q_n, Q_0, g_n, g_0).\]

This provides a basis for proving the desired asymptotic efficiency of the TMLE. That is, if \( D^*_n \equiv D^*(d_n, Q_n^*, Q_{W,n}, g_n) \) falls in a \( P_0 \)-Donsker class with probability tending to 1 (van der Vaart and Wellner (1996)), \( P_0\{D_n^* - D^*(Q_0, g_0)\}^2 \) converges to zero in probability, and \( R(Q_n, Q_0, g_n, g_0) = o_p(n^{-1/2}) \), then it follows that

\[\psi^*_n - \psi_0 = (P_n - P_0) D^*(Q_0, g_0) + o_p(1/\sqrt{n}).\]

Thus, under these conditions, we have shown that the TMLE is asymptotically linear with influence curve the efficiency influence curve \( D^*(Q_0, g_0) = D^*(d_0, Q_0, g_0) \), thereby establishing that the TMLE is asymptotically efficient.

In our theorem below we generalize this result by allowing that \( Q_n^*(A,W) \) is misspecified, even though the rule \( d_n \) and \( g_n \) are assumed to be consistent for \( d_0 \) and \( g_0 \).

**Theorem 4** Assume \( Y \in [0,1] \), \( P_0(0 < \min(g_0(1,1 \mid W), g_0(0,1 \mid W))) = 1 \), \( D^*_n \equiv D^*(d_n, Q_n^*, Q_{W,n}; g_n) \) falls in a \( P_0 \)-Donsker class with probability tending to 1, \( P_0\{D_n^* - D^*(d_0, Q, Q_{W,0}, g_0)\}^2 \) converges to zero in probability, and

\[R_2(Q_n, Q_0) = E_{P_0} \{I(Q_n(V) > 0) - I(Q_0(V) > 0)\} Q_0(V) = o_p(1/\sqrt{n}).\]

We refer to Theorem 3 for a second order representation of \( R_2(Q_n, Q_0) \). Then,

\[\psi^*_n - \psi_0 = (P_n - P_0) D^*(d_0, Q, Q_{W,0}, g_0) + R_1(Q_n, Q_0, g_n, g_0) + o_p(n^{-1/2}).\]

If \( g_n = g_0 \) (i.e., RCT), then \( R_1(Q_n, Q_0, g_n, g_0) = 0 \), so that \( \psi^*_n \) is asymptotically linear with influence curve \( D^*(d_0, Q, Q_{W,0}, g_0) \).
For general $g_n$, we also assume that

$$E_{P_0} \{ \bar{Q}(d_0(V), W) - \bar{Q}_0(d_0(V), W) \} \frac{g_n(d_0(V) | W) - g_0(d_0(V) | W)}{g_0(d_0(V) | W)} = (P_n - P_0)D_g(P_0) + o_P(1/\sqrt{n}),$$

for some function $D_g(P_0)(O) \in L^2_0(P_0)$, and (using notation $\bar{Q}^g(W) = \bar{Q}(d(V), W)$, $g^d(W) = g(d(V) | W)$, $\| f \| = \sqrt{P_0f^2}$)

$$\| (\bar{Q} - \bar{Q}_0)^{d_n} - (\bar{Q} - \bar{Q}_0)^{d_0} \|, \| g_n^{d_n} - g_0^{d_n} \| = o_P(1/\sqrt{n})$$

$$\| g_n^{d_n} - g_0^{d_n} \|^2 = o_P(1/\sqrt{n})$$

$$\| (g_n - g_0)^{d_n} \|, \| g_0^{d_n} - g_0^{d_0} \| = o_P(1/\sqrt{n})$$

$$\| (g_n - g_0)^{d_0} \|, \| (g_0 - g_0)^{d_0} \| = o_P(1/\sqrt{n})$$

Then,

$$\psi_n - \psi_0 = (P_n - P_0)\{ D^*(d_0, \bar{Q}, Q, W_0, g_0) + D_g(P_0) \} + o_P(1/\sqrt{n}), \quad (4)$$

so that $\psi_n$ is asymptotically linear with influence curve $D^*(d_0, \bar{Q}, Q, W_0, g_0) + D_g(P_0)$.

If $g_n$ is an MLE of $g_0$ according to a correctly specified model $G$ for $g_0$ with tangent space $T_g(P_0)$ at $P_0$, then it follows that

$$D_g(P_0) = -\Pi(D^*(d_0, \bar{Q}, Q, W_0, g_0) | T_g(P_0)),$$

where $\Pi(\cdot | T_g(P_0))$ denotes the projection operator onto $T_g(P_0) \subset L^2_0(P_0)$ in the Hilbert space $L^2_0(P_0)$.

**Proof of Theorem 4:** The first part of the Theorem has already been proven above. We have

$$R_1(Q_n, Q_0, g_n, g_0) = E_{P_0} \{ \bar{Q}_n(d_n(V), W) - \bar{Q}_0(d_n(V), W) \} \frac{g_n(d_n(V) | W) - g_0(d_n(V) | W)}{g_n(d_n(V) | W)}$$

$$= E_{P_0} \{ \bar{Q}_n(d_n(V), W) - \bar{Q}_0(d_n(V), W) \} \frac{g_n(d_n(V) | W) - g_0(d_n(V) | W)}{g_n(d_n(V) | W)}$$

$$+ E_{P_0} \{ \bar{Q}(d_n(V), W) - \bar{Q}_0(d_n(V), W) \} \frac{g_n(d_n(V) | W) - g_0(d_n(V) | W)}{g_n(d_n(V) | W)}$$

$$+ E_{P_0} \{ \bar{Q}(d_0(V), W) - \bar{Q}_0(d_0(V), W) \} \frac{g_n(d_0(V) | W) - g_0(d_0(V) | W)}{g_0(d_0(V) | W)} + R_{1b,n},$$

where we will denote the first term on right-hand side with $R_{1a,n}$. Note that $R_{1b,n}$ can be decomposed in a sum of terms where, by using Cauchy-Schwarz
inequality, these terms can be bounded by

\[ \| (\bar{Q} - \bar{Q}_0)^{d_n} - (\bar{Q} - \bar{Q}_0)^{d_0} \| \| g^{d_n} - g_0^{d_n} \| \\
\| g_n^{d_n} - g_0^{d_n} \|^2 \\
\| (g_n - g_0)^{d_0} \| \| g_n^{d_n} - g_0^{d_0} \| \\
\| (g_n - g_0)^{d_n} - (g_n - g_0)^{d_0} \|. \]

The first term \( R_{1a,n} \) can be bounded by

\[ \| (\bar{Q}_n - \bar{Q})^{d_n} \| \| (g_n - g_0)^{d_n} \|. \]

This completes the proof of (8). The last statement is a corollary of Theorem 2.3 in van der Laan and Robins (2003). □

7.1 Asymptotic linearity of TMLE in RCT:

Suppose the data is generated by a randomized controlled trial without missingness so that \( g_0 \) is known. In addition, assume that we have a univariate score \( V \) available, and we want to use the data of the RCT to learn the \( V \)-optimal rule \( d_0 \) and provide statistical inference for \( E_{P_0} Y_{d_0} \). Since \( V \) is 1-dimensional, using kernel smoothers or sieve-based estimation to generate a library of candidate estimators for the super-learner based on loss function (e.g.) \( L_{g_0}(\bar{Q}) \) will generate an estimator \( \bar{Q}_n \) of \( \bar{Q}_0(V) \) that converges at a rate \( n^{-2/5} \) under a minor smoothness assumption on \( \bar{Q}_0 \), and higher rates of convergence would be obtained under additional smoothness assumptions. As a consequence, in this case \( R_2(Q_n, Q_0) = O_P(n^{-4/5}) \) or better. As a consequence, all conditions of Theorem 4 hold, and it follows that the proposed TMLE is asymptotically linear with influence curve \( D^*(d_0, \bar{Q}, Q_{W,0}, g_0) \), where \( \bar{Q}(A, W) \) is the possibly misspecified limit of \( Q_n^*(A, W) \) in the TMLE. To conclude, randomized controlled trials allow us to learn \( V \)-optimal rules at adaptive optimal rates of convergence, and also allow valid asymptotic statistical inference for \( E_{P_0} Y_{d_0} \) for univariate \( V \), and, for multivariate \( V \) under additional smoothness assumptions on \( \bar{Q}_0(V) \).

7.2 Statistical inference

Suppose one is concerned with statistical inference for the target parameter \( \psi_{1,0} \equiv E_{P_0} Y_{d_0} - E_{P_0} Y_0 \), where \( Y_0 \) is the counterfactual corresponding with static intervention \( A = (0, 1) \). Above we developed the TMLE for \( E_{P_0} Y_{d_0} \), and we could use a separate TMLE for \( EY_0 \), or we could use a TMLE of \( Q_0(A, W) \) targeting directly \( E_{P_0} \{ Y_{d_0} - Y_0 \} \) by using the clever covariate \( H(g_n) = I(A_2 = \ldots \).
1) \{I(A_1 = d(V)) - I(A_1 = 0)\}/g_n(A | W). This results in a TMLE $\psi_{1,n}$ of $\psi_{1,0}$. By (a trivial generalization of) Theorem 4, if $g_n = g_0$, then this TMLE of $E_{P_0}Y_{d_0} - E_{P_0}Y_0$ is asymptotically linear with influence curve 

$$IC(P_0) = \{D^*(d_0, Q, Q_{W,0}, g_0) - D_{EV_0}(P_0)\},$$

where $D_{EV_0}(P_0) = I(A_2 = 1)I(A_1 = 0)/g_0(A | W)/(Y - \bar{Q}(A, W)) + \bar{Q}(0, 1, W) - E_{P_0}Y_0$. In addition, if $g_n$ is an MLE of $g_0$ according to a model, then the above influence curve $IC(P_0)$ is a conservative influence curve. Let $IC_n$ be an estimator of this influence curve $IC(P_0)$ obtained by plugging in the available estimates of its unknown components. The asymptotic variance of the TMLE $\psi_{1,n}$ of $\psi_{1,0} = E_{P_0}Y_{d_0} - E_{P_0}Y_0$ can now be estimated with

$$\sigma_n^2 = \frac{1}{n} \sum_{i=1}^n IC_n^2(O_i).$$

An asymptotic 0.95-confidence interval for $\psi_{1,0}$ is given by $\psi_{1,n}^* \pm 1.96\sigma_n/\sqrt{n}$. In particular, we can test a null-hypothesis $H_0 : \psi_{1,0} = 0$ to determine if there is statistically significant evidence that an optimal treatment rule outperforms the current standard treatment $A = 0$.

8 Formulation of optimal dynamic treatment estimation problem: two time point treatment

For the sake of presentation, we first consider the case of a two time-point treatment. In the Appendix we present the general $K$ time-point case. Suppose we observe $n$ i.i.d. copies $O_1, \ldots, O_n$ of $O = (L(0), A(0), L(1), A(1), Y = L(2)) \sim P_0$, where $A(j) = (A_1(j), A_2(j))$. $A_1(j)$ is a binary treatment and $A_2(j)$ is a missing or right-censoring indicator at “time” $j$, $j = 0, 1$. For a time-dependent process $X(t)$, we will use the notation $X(t) = (X(s) : s \leq t)$. Let $\mathcal{M}$ be a statistical model that makes no assumptions on the marginal distribution $Q_{0,L(0)}$ of $L(0)$, and the conditional distributions $Q_{0,L(j)}$ of $L(j)$, given $A(j - 1), \bar{L}(j - 1), j = 0, 1$, but might make assumptions on the conditional distributions $g_{0,A(j)}$ of $A(j)$, given $\bar{A}(j - 1), \bar{L}(j), j = 0, 1$. We will refer to $g_0$ as the intervention mechanism, which can be factorized in a treatment mechanism $g_{01}$ and censoring mechanism $g_{02}$ as follows:

$$g_0(O) = \prod_{j=1}^2 g_{0,1}(A_1(j) | \bar{A}(j - 1), \bar{L}(j))g_{0,2}(A_2(j) | A_1(j), \bar{A}(j - 1), \bar{L}(j)).$$
In particular, the data might have been generated by a sequential multiple assignment randomized trial (SMART) in which case \( g_{01} \) is known. Let \((A(0), V(1))\) be a function of \((L(0), A(0), L(1))\), and let \( V(0) \) be a function of \( L(0) \). Consider dynamic treatment rules \( V(0) \rightarrow d_{A(0)}(V(0)) \in \{0, 1\} \times \{1\} \) and \( (A(0), V(1)) \rightarrow d_{A(1)}(A(0), V(1)) \in \{0, 1\} \times \{1\} \) for assigning treatment \( A(0) \) and \( A(1) \), respectively, where the rule for \( A(0) \) is only a function of \( V(0) \), and the rule for \( A(1) \) is only a function of \( (A(0), V(1)) \). Note that these rules are restricted to set the censoring indicators \( A_2(j) = 1, j = 0, 1 \). Let \( D \) be the set of all such rules. We assume that \( V(0) \) is a function of \( V(1) \) (i.e., observing \( V(1) \) includes observing \( V(0) \)), but in the theorem below we indicate an alternative assumption. For any rule \( d \in D \), let

\[
\Psi_d(P) \equiv E_{P_d}Y_d,
\]

where \( Y_d \) is a random variable with probability density

\[
P_d(L(0), A(0), L(1), A(1), Y) = I(A = d(V))Q_{L(0)}(L(0))Q_{L(1)}(L(1) | L(0), A(0))Q_Y(Y | \bar{L}(1), \bar{A}(1)),
\]

with respect to some dominating measure \( \mu \). This probability distribution \( P_d \) is the \( G \)-computation formula (Robins (1987b,b, 1997, 1999); Gill and Robins (2001); Yu and van der Laan (2003)) for the counterfactual \( O_d \) representing the probability distribution \( O \) would have had, if contrary to the fact, \( A \) would have been assigned according to the dynamic intervention \( d = (d_{A(0)}, d_{A(1)}) \). Thus,

\[
E_{P_d}Y_d = \int_y yP_d(y)d\mu(y),
\]

where

\[
P_d(y) = \sum_{I(0), I(1)} P_d(I(0), d_{A(0)}(v(0)), I(1), d_{A(1)}(v(1)), y)
\]

is the marginal density of \( Y_d \) under the joint distribution \( P_d \). We are concerned with estimation of the \( V \)-optimal rule defined as

\[
d_0 = \arg \max_{d \in D} E_{P_{d_0}} Y_d.
\]

We are also concerned with statistical inference for the statistical target parameter \( \Psi: M \rightarrow \mathbb{R} \) defined by

\[
\Psi(P_0) = E_{P_{d_0}} Y_{d_0} = \Psi_{d_0}(P_0).
\]

This defines the statistical estimation problem addressed in the current (second) part of this article.
If we assume a structural equation model stating that

\[
\begin{align*}
L(0) &= f_{L(0)}(U_{L(0)}) \\
A(0) &= f_{A(0)}(L(0), U_{A(0)}) \\
L(1) &= f_{L(1)}(L(0), A(0), U_{L(1)}) \\
A(1) &= f_{A(1)}(\bar{L}(1), A(0), U_{A(1)}) \\
Y &= f_Y(\bar{L}(1), \bar{A}(1), U_Y),
\end{align*}
\]

we can define counterfactuals \( Y_d \) defined by the modified system in which the equations for \( A(0), A(1) \) are replaced by \( A(0) = d_{A(0)}(V(0)) \) and \( A(1) = d_{A(1)}(A(0), V(1)). \) One can now define the causally optimal rule as \( d_0^* = \arg\max_{d \in D} \mathbb{E}P_0 Y_d. \) If we assume a sequential randomization assumption stating that \( A(0) \) is independent of \( U_{L(1)}, U_Y, \) given \( L(0), \) and \( A(1) \) is independent of \( U_Y, \) given \( \bar{L}(1), A(0), \) then we have that \( E_0 Y_d = E_{P_0,d} Y_d \) for all rules \( d, \) and thereby that the statistical rule \( d_0 \) equals this causally optimal rule \( d_0^*, \) and thus that \( E_0 Y_{d_0} = \Psi(P_0). \) Similarly, we have such an identifiability result/G-computation formula under the Neyman-Rubin causal model (Robins (1987a)).

In the remainder of the article, if for a static or dynamic intervention \( d, \) we use notation \( L_d \) (or \( Y_d, O_d \)) we mean the random variable with probability distribution \( P_d, \) so that all our quantities are statistical parameters. For example, the quantity \( \mathbb{E}P_0(Y_{a(0)a(1)} \mid V_{a(0)}(1)) \) defined in the next theorem denotes the conditional expectation of \( Y_{a(0)a(1)}, \) given \( V_{a(0)}(1), \) under the probability distribution \( P_{0,a(0)a(1)} \) (i.e., G-computation formula presented above for the static intervention \( (a(0), a(1)). \)). In addition, if we write down these parameters, we will automatically assume the positivity assumption required for the \( G \)-computation formula to be well defined. For that it will suffice to assume

\[
\begin{align*}
P_0 \left( 0 < \min_{\delta \in \{0,1\}} g_{0,A(0)}(\delta, 1 \mid L(0)) \right) &= 1 \\
P_0 \left( 0 < \min_{\delta \in \{0,1\}} g_{0,A(1)}(\delta, 1 \mid \bar{L}(1), A(0)) \right) &= 1.
\end{align*}
\]

The next theorem presents an explicit form of the \( V \)-optimal individualized treatment rule \( d_0 \) as a function of \( P_0. \)

**Theorem 5** We assumed \( V(0) \) is a function of \( V(1). \) The \( V \)-optimal rule \( d_0 \)
can be represented as the following explicit parameter of \( P_0 \):
\[
Q_{20}(a(0), v(1)) = E_{P_0}(Y_{a(0),A(1)=(1,1)} \ | \ V_{a(0)}(1) = v(1)) - E_{P_0}(Y_{a(0),A(1)=(0,1)} \ | \ V_{a(0)}(1) = v(1))
\]
\[
d_{0,A(1)}(A(0), V(1)) = (I(Q_{20}(A(0), V(1)) > 0), 1)
\]
\[
Q_{10}(v(0)) = E_{P_0}(Y_{A(0)=(1,1),d_{0,A(1)}} \ | \ V(0)) - E_{P_0}(Y_{A(0)=(0,1),d_{0,A(1)}} \ | \ V(0))
\]
\[
d_{0,a(0)}(V(0)) = (I(Q_{10}(V(0)) > 0), 1),
\]

where \( a(0) \in \{0, 1\} \times \{1\} \). If \( V(1) \) does not include \( V(0) \), but, for all \( (a(0), a(1)) \in \{(0, 1) \times \{1\}\}^2 \),
\[
E(Y_{a(0),a(1)} \ | \ V(0), V_{a(0)}(1)) = E(Y_{a(0),a(1)} \ | \ V_{a(0)}(1))
\]
then the above expression for the \( V \)-optimal rule \( d_0 \) is still true.

**Proof:** Let \( V_d = (V(0), V_a(1)) \). For a rule in \( D \), we have
\[
E_{P_d}Y_d = E_{P_d}E_{P_d}(Y_d \ | \ V_d)
= E_{V_d}(E(Y_{a(0),a(1)} \ | \ V_{a(0)})I(a(1) = d_{A(1)}(a(0), V_{a(0)}(1)))) I(a(0) = d_{A(0)}(V(0)).
\]

For each value of \( a(0), V_{a(0)} = (V(0), V_{a(0)}(1)) \) and \( d_{A(0)}(V(0)) \), the inner conditional expectation is maximized over \( d_{A(1)}(a(0), V_{a(0)}(1)) \) by \( d_{0,A(1)} \) as presented in the theorem, where we used that \( V(1) \) includes \( V(0) \). This proves that \( d_{0,A(1)} \) is indeed the optimal rule for assignment of \( A(1) \). Suppose now that \( V(1) \) does not include \( V(0) \), but the stated assumption holds. Then the optimal rule \( d_{0,A(1)} \) that is restricted to be a function of \( (V(0), V(1), A(0)) \) is given by \( I(Q_{20}(A(0), V(0), V(1)) > 0) \), where
\[
Q_{20}(a(0), v(0), v(1)) = E_{P_0}(Y_{a(0),A(1)=(1,1)} - Y_{a(0),A(1)=(0,1)} \ | \ V_{a(0)}(1) = v(1), V(0) = v(0)).
\]

However, by assumption, the latter function only depends on \( (a(0), v(0), v(1)) \) through \( (a(0), v(1)) \), and equals \( Q_{20}(a(0), v(1)) \). Thus, we now still have that \( d_{0,A(1)}(V) = (I(Q_{20}(A(0), V(1)) > 0), 1) \), and, in fact, it is now also an optimal rule among the larger class of rules that are allowed to use \( V(0) \) as well.

Given we found \( d_{0,A(1)} \), it remains to determine the rule \( d_{0,A(0)} \) that maximizes
\[
E_{V_d}(E_P(Y_{a(0),d_{0,A(1)}} \ | \ V_{a(0)})) I(a(0) = d_{A(0)}(V(0))
= E_{V(0)}E(Y_{a(0),d_{0,A(1)}} \ | \ V(0))I(a(0) = d_{A(0)}(V(0)),
\]
where we used the iterative conditional expectation rule, taking the conditional expectation of \( V_{a(0)} \), given \( V(0) \). This last expression is maximized over \( d_{A(0)} \) by \( d_{0,A(0)} \) as presented in the theorem. This completes the proof. \( \square \)
9 Data adaptive estimation of the $V$-optimal rule: two time-point treatment

We need to construct a data adaptive estimator of $\bar{Q}_{20}(a(0), v(1)) = E_{P_0}(Y_{a(0)11} - Y_{a(0)01} \mid V_{a(0)}(1) = v(1))$ and, given a resulting estimator $d_{n,A(1)}$ of $d_{0,A(1)}$, we subsequently need to construct a data adaptive estimator of $\bar{Q}_{10,d}(v(0)) = E_{P_0}(Y_{11d_{A(1)}} - Y_{01d_{A(1)}} \mid V(0) = v(0))$ for a given $d_{A(1)} = d_{n,A(1)}$. For that purpose we propose to use sequential loss-based super-learning defined by the application of two subsequent super-learners. Each super-learner relies on the specification of a library of candidate estimators of $\bar{Q}_{d_j0}$, a specification of loss functions $L_{j}(\bar{Q}_{d_j0})$ for $\bar{Q}_{d_j0}$, and cross-validation based on this loss function to select among weighted combinations of the candidate estimators, $j = 1, 2$: here $\bar{Q}_2 = Q_2$ does not depend on $d$. Our loss functions will be indexed by nuisance parameters that, in general, need to be estimated, but the loss-function can be selected to be known in a sequential RCT in which $g_0$ is known. We first focus on the specification of valid loss-functions that can be used to both generate candidate estimators and to use the cross-validation in the loss-based super-learner. In the Appendix we develop sequential super-learning based on a cross-validated TMLE of the risk-function, while in loss-based super-learning the risk is estimated with a cross-validated empirical mean (which can be unstable, thereby motivating the CV-TMLE of risk).

9.1 Loss-functions

Define

$$L_{D_1(Q_0,g_0)}^F(\bar{Q}_2)(O) \equiv h(a(0), V(1)) \{D_1(Q_0, g_0)(O) - \bar{Q}_2(A(0), V(1))\}^2,$$

where

$$D_1(Q_0, g_0,A(1)) = I(A_2(1) = 1)\frac{2A_1(1) - 1}{g_{0,A(1)}(O)}(Y - E_{P_0}(Y \mid \bar{L}(1), \bar{A}(1))) + E_{P_0}(Y \mid \bar{L}(1), A(0), A(1) = (1, 1)) - E_{P_0}(Y \mid \bar{L}(1), A(0), A(1) = (0, 1)).$$

We have that $\bar{Q}_{20} = \arg \min_{\bar{Q}_2} P_{0,a(0)}L_{D_1(Q,g)}^F(\bar{Q}_2)$ if either $D_1(Q, g) = D_1(Q_0, g)$ or $D_1(Q, g) = D_1(Q, g_0)$, so that $L^F$ is a valid loss function under sampling from the static-intervention specific $G$-computation distribution $P_{0,a(0)}$. Our proposed double robust loss function is obtained by applying the DR-IPCW
mapping (van der Laan and Dudoit, 2003) to this loss function:

\[
\begin{align*}
L_{2,D_1(Q_0,g_0),Q_0,g_0}(\bar{Q}_2)(O) &= \sum_{a(0)} h(a(0), V(1)) \frac{I(A(0) = a(0))}{g_0,A(0)(O)} L_{D_1(Q_0,g_0)}^F(\bar{Q}_2)(O) \\
&\quad - \sum_{a(0)} h(a(0), V(1)) \frac{I(A(0) = a(0))}{g_0,A(0)(O)} E_{Q_0} \left( L_{D_1(Q_0,g_0)}^F(\bar{Q}_2) \mid A(0), L(0) \right) \\
&\quad + \sum_{a(0)} h(a(0), V(1)) E_{Q_0} \left( L_{D_1(Q_0,g_0)}^F(\bar{Q}_2) \mid A(0) = a(0), L(0) \right),
\end{align*}
\]

where \(a(0)\) sums over the two values in \(\in \{0,1\} \times \{1\}\). This loss function is indexed by nuisance parameters \(g_0\), the stated conditional expectation under \(Q_0\), given \(A(0), L(0)\), and the nuisance parameters required to evaluate \(D_1(Q_0,g_0)\). In addition, this loss function is indexed by a weight function \(h()\), but each such choice defines a valid loss function. We have \(\bar{Q}_{20} = \arg \min_{Q_2} P_0L_{2,D_1(Q,g),Q,g}(\bar{Q}_2)\) if one of the following four scenarios applies:

\[
\begin{align*}
L_{2,D_1(Q,g),Q,g} &= L_{2,D_1(Q_0,g),Q_0,g} \\
L_{2,D_1(Q,g),Q,g} &= L_{2,D_1(Q_0,g_0),Q_0,g} \\
L_{2,D_1(Q,g),Q,g} &= L_{2,D_1(Q_0,g),Q_0} \\
L_{2,D_1(Q,g),Q,g} &= L_{2,D_1(Q_0,g_0),Q_0,g_0}.
\end{align*}
\]

Under any of these 4 scenarios we have

\[
P_0\{L_{2,D_1(Q,g),Q,g}(\bar{Q}_2) - L_{2,D_1(Q,g),Q,g}(\bar{Q}_{20})\} = \sum_{a(0)} P_0 h(\bar{Q}_2 - \bar{Q}_{20})^2(a(0), V_{a(0)}(1)),
\]

demonstrating that \(L_{2,D_1(Q_0,g_0),Q_0,g_0}(\bar{Q}_2)\) is indeed a valid double robust loss function for \(\bar{Q}_{20}\). A special choice is obtained by setting the nuisance parameter \(Q_0 = 0\) so that we obtain a simple IPCW-loss function:

\[
L_{2,g_0}(\bar{Q}_2)(O) = \sum_{a(0)} h(a(0), V(1)) \frac{I(A(0) = a(0))}{g_0,A(0)(O)} \left( D_1(g_0)(O) - \bar{Q}_2(A(0), V(1)) \right)^2,
\]

where

\[
D_1(g_0)(O) = I(A_2(1) = 1) \frac{2A_1(1) - 1}{g_0,A(1)(O)} Y.
\]

In this case, the loss-function \(L_{2,g_0}(\bar{Q}_2)(O)\) only depends on the single nuisance parameter \(g_0\), which would be known in an RCT without missingness. However, even in an RCT, we would recommend to use a loss-function \(L_{Q_\omega,g_0}(\bar{Q}_2)\)
based on an estimator $Q_n$, so that the empirical mean of the loss-function is a more efficient estimator of the true risk.

For a given $d_{A(1)}$, define

$$L_{1,d,D_1(d,Q_0,g_0)}^{\ell}(Q^d_1)(O) = h(V(0))(D_1(d,Q_0,g_0)(O) - \tilde{Q}^d_1(V(0)))^2,$$

where

$$D_1(d,Q_0,g_0) = I(A_2(0) = 1)\frac{2A_1(0)-1}{g_{0,A(0)}(O)}(Y - E_{P_0}(Y_d \mid L(0), A(0)))$$
$$+ E_{P_0}(Y_d \mid L(0), A(0) = (1,1)) - E_{P_0}(Y_d \mid L(0), A(0) = (0,1)).$$

We have $\tilde{Q}^d_{10} = \arg\min_{Q_1^d} P_{0,d_{A(1)}} L_{1,d_0,d_{A(1)}}^{\ell}(Q^d_1)$ if either $D_1(d,Q,g) = D_1(d,Q_0,g)$ or $D_1(d,Q,g) = D_1(d,Q,g_0)$, so that $L_1^{\ell}$ is a valid double robust loss function under sampling from the post-intervention distribution $P_{0,d_{A(1)}}$ corresponding with the dynamic intervention $d_{A(1)}$. Our proposed loss function is obtained by applying the DR-IPCW mapping to this loss function:

$$L_{1,d,D_1(d,Q_0,g_0),Q_0,g_0}^{\ell}(Q^d_1)(O) = \frac{I(A(1) = d_{A(1)}(V(1)))}{g_{0,A(1)}(O)}L_{1,d,D_1(d,Q_0,g_0)}^{\ell}(Q^d_1)$$
$$- \frac{I(A(1) = d_{A(1)}(V(1)))}{g_{0,A(1)}(O)}E_{Q_0}(L_{1,d,D_1(d,Q_0,g_0),Q_0,g_0}^{\ell}(Q^d_1) \mid \bar{A}(1), L(1))$$
$$+ E_{Q_0}(L_{1,d,D_1(d,Q_0,g_0),Q_0,g_0}^{\ell}(Q^d_1) \mid A(0), A(1) = d_{A(1)}(V(1)), \bar{L}(1))$$

This loss function satisfies the same double robustness as presented above. In particular, if we denote this loss function with $L_{1,d,Q_0,g_0}^{\ell}(Q^d_1)$, then, if either $L_{1,d,Q,g} = L_{1,d,Q_0,g_0}$ or $L_{1,d,Q,g} = L_{1,d,Q,g_0}$, we have

$$P_0\{L_{1,d,Q,g}^{\ell}(Q^d_1) - L_{1,d,Q,g_0}^{\ell}(Q^d_{10})\} = P_0h(V(0))(Q^d_1 - \tilde{Q}^d_{10})^2(V(0)),$$

demonstrating that $L_{1,d,Q_0,g_0}^{\ell}(Q^d_1)$ is indeed a valid double robust loss function for $Q^d_{10}$ whose loss-based dissimilarity equals a squared error dissimilarity. Again, a special choice is obtained by setting the nuisance parameter $Q_0 = 0$ so that we obtain an IPCW-loss function:

$$L_{1,d,g_0}^{\ell}(Q^d_1)(O) = \frac{I(A(1) = d_{A(1)}(V(1)))}{g_{0,A(1)}(O)}h(V(0))(D_1(g_0)(O) - \tilde{Q}^d_1(V(0)))^2,$$

where

$$D_1(g_0)(O) = I(A_2(0) = 1)\frac{2A_1(0)-1}{g_{0,A(0)}(O)}Y.$$

We state the double robust property of these loss functions in the following theorem, even though the actual robustness is even better and stated above showing that one only needs to correctly specify one of the two nuisance parameters of $D_1()$ and one of the two nuisance parameters of the DR-IPCW mapping applied to $L_1^{\ell}$.  
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Theorem 6  If either $Q = Q_0$ or $g = g_0$ (and the positivity assumption at $g$ and $g_0$), then

$$P_0\{L_{2,Q,g}(\bar{Q}_2) - L_{2,Q,g}(\bar{Q}_{20})\} = P_0 \sum_{a(0)} h(\bar{Q}_2 - \bar{Q}_{20})^2(a(0), V_{a(0)}(1))$$

$$P_0\{L_{1,d,Q,g}(\bar{Q}^d_1) - L_{1,d,A(1),Q,g}(\bar{Q}^d_{10})\} = P_0 h(V(0))(\bar{Q}^d_1 - \bar{Q}^d_{10})^2(V(0)),$$

where $a(0) \in \{0, 1\} \times \{1\}$. As a consequence, we have

$$\bar{Q}_{20} = \arg\min_{\bar{Q}_2} P_0L_{2,Q,g}(\bar{Q}_2)$$

$$\bar{Q}^d_{10} = \arg\min_{\bar{Q}^d_1} P_0L_{1,d,Q,g}(\bar{Q}^d_1)$$

if either $g = g_0$ or $Q = Q_0$.

Suppose that it is known that $Y \in [0, 1]$ so that $\bar{Q}_{20} \in (-1, 1)$ and $\bar{Q}^d_{10} \in (-1, 1)$. More generally, suppose that it is known that $Q_{20}, \bar{Q}^d_{10} \in (a, b)$ for some $a < b$. We define $D^{a,b}_1(Q, g) = \frac{D_1(Q, g) - a}{b - a} \in (0, 1)$, and use the above loss-functions but with the squared error $(D_1 - \bar{Q}_{20})^2$ replaced by the quasi-log-likelihood loss

$$L^{F}_{2,D_1(Q,g)}(\bar{Q}_2) = -h \left\{ D^{a,b}_1(Q, g) \log \bar{Q}_2 + (1 - D^{a,b}_1(Q, g)) \log(1 - \bar{Q}_2) \right\}.$$

Similarly, we define $D^{a,b}_1(d, Q, g) = \frac{D^{a,b}_1(d, Q, g) - a}{b - a}$ and replace $(D_1 - \bar{Q}^d_1)^2$ by

$$L^{F}_{1,d,D_1(d,Q,g)}(\bar{Q}^d_1) = -h \left\{ D^{a,b}_1(d, Q, g) \log \bar{Q}^d_1 + (1 - D^{a,b}_1(d, Q, g)) \log(1 - \bar{Q}^d_1) \right\}.$$

Let’s denote the resulting loss functions with $L_{2,Q,g}$ and $L_{1,d,Q,g}$ again. By the same argument, these loss functions satisfy: if either $Q = Q_0$ or $g = g_0$, then

$$P_0\{L_{2,Q,g}(\bar{Q}_2) - L_{2,Q,g}(\bar{Q}_{20})\}$$

$$= -\sum_{a(0)} P_0 h(\bar{Q}_{20} \log \bar{Q}_2 + (1 - \bar{Q}_{20}) \log(1 - \bar{Q}_2))(a(0), V_{a(0)}(1))$$

$$P_0\{L_{1,d,Q,g}(\bar{Q}^d_1) - L_{1,d,Q,g}(\bar{Q}^d_{10})\}$$

$$= -P_0 h(\bar{Q}^d_{10}(V(0)) \log \bar{Q}^d_1(V(0)) + (1 - \bar{Q}^d_{10}(V(0))) \log(1 - \bar{Q}^d_1))(V(0)),$$

again, demonstrating that these are valid double robust loss functions whose loss-based dissimilarity now equals a Kullback-Leibner dissimilarity.
9.2 Loss-based sequential super-learning

For the sake of presentation, let’s consider a sequentially randomized controlled trial without missingness. In that case, we can use the loss-functions $L_{2,g_0}(\hat{Q}_2)$ and $L_{1,d,g_0}(\hat{Q}_d^2)$ for $\hat{Q}_{20}$ and $\hat{Q}_d^{10}$, respectively.

We first need to construct a super-learner of $\hat{Q}_{20}$. This requires generating a library of candidate estimators of $\hat{Q}_{20}$. The IPCW-loss function $L_{2,g_0}(\hat{Q}_2)$ teaches us that we can apply any least-squares or logistic regression algorithm to regress $D_1(g_0)(O)$ on $A(0), V(1)$ using weights $h(A(0), V(1))/g_0(A(0))(O)$. In this manner, we obtain a library of candidate estimators $\hat{Q}_{2,j}$ of $\hat{Q}_{20}$, $j = 1, \ldots, J$.

This generates a family of candidate estimators $\hat{Q}_{2,\alpha} = \sum_j \alpha_j \hat{Q}_{2,j}$ obtained by taking linear combinations of these estimators using a weight-vector $\alpha$. We can now use loss-based cross-validation to select the optimal choice

$$\alpha_n = \arg\min_{\alpha} E_{B_n} P_{n,B_n}^1 L_{2,g_0}(\hat{Q}_{2,\alpha}(P_{n,B_n}^0)).$$

It can be decided to restrict $\alpha$ to be a vector of positive numbers and sum up till 1. The final super-learner of $\hat{Q}_{20}$ is now defined as $\hat{Q}_{2n} = \hat{Q}_{2,\alpha_n}(P_n)$. This estimator $\hat{Q}_{2n}$ implies an estimator $\hat{D}_{n,A(1)}(A(0), V(1)) = (I(\hat{Q}_{2n}(A(0), V(1)) > 0), 1)$ of $d_{0,A(1)}$.

Given this estimator $\hat{d}_{A(1)} = d_{n,A(1)}$, we now need to construct a super-learner of $\hat{Q}_{d}^{10}$. The loss-function $L_{1,d,g_0}(\hat{Q}_d^2)$ teaches us that we can estimate $\hat{Q}_{d}^{10}$ by applying any regression algorithm to regress $D_1(g_0)(O)$ onto $V(0)$ using weights $I(A(1) = d_{A(1)}(A(0), V(1))/g_0(A(1))(O)$. In this manner, we obtain a library of candidate estimators $\hat{Q}_{1,j}^{d}$ of $\hat{Q}_{d}^{10}$, $j = 1, \ldots, J$. This generates a family of candidate estimators $\hat{Q}_{1,\alpha}^{d} = \sum_j \alpha_j \hat{Q}_{1,j}^{d}$. We can use loss-based cross-validation to select the optimal choice

$$\alpha_n = \arg\min_{\alpha} E_{B_n} P_{n,B_n}^1 L_{1,d,g_0}(\hat{Q}_{1,\alpha}^{d}(P_{n,B_n}^0)).$$

The final super-learner of $\hat{Q}_{d}^{10}$ is defined as $\hat{Q}_{d}^{1n} = \hat{Q}_{1,\alpha_n}(P_n)$. The above description of a particular super-learner $\hat{Q}_{d}^{1n}$ is applied to $d_{1,A(1)} = d_{n,A(1)}$. The resulting estimator $\hat{Q}_{1n} = \hat{Q}_{d}^{1n}$ implies an estimator $d_{n,A(0)}(V(0)) = (I(\hat{Q}_{1n}(V(0)) > 0), 1)$ of $d_{0,A(0)}$.

Thus, the above sequential loss-based super-learning approach based on the two loss-functions for $\hat{Q}_{20}$ and $\hat{Q}_{d}^{10}$ provides us with a data adaptive estimator $d_n$ of the $V$-optimal rule $d_0$, fully utilizing the available machine learning literature.
The cross-validation selector for $\hat{Q}_{20}$ satisfies the previously discussed oracle inequality and corresponding asymptotic equivalence with the oracle selector under stated conditions (i.e., uniformly bounded loss function and the size of the library can grow polynomial in sample size). This shows that the super-learner is optimal in the sense that it asymptotically outperforms any candidate estimator by simply including it in the library. Of course, this relied on $g_0$ being known.

Regarding the cross-validation selector for $\hat{Q}_{10}$, we now have to note that $\hat{Q}_{20}$ (i.e., $d_{0,A(1)}$) is another nuisance parameter of the loss-function for $\hat{Q}_{10}$, and, as a consequence, the rate of convergence at which $d_{n,A(1)}$ converges to $d_{0,A(1)}$ will provide an upper-bound on the rate of convergence of the estimator $\hat{Q}_{1n}$ as an estimator of $\hat{Q}_{10}$.

As discussed previously, oracle results for the super-learner can still be obtained when $g_0$ is estimated, when we use the DR-IPCW loss function using estimators $Q_n, g_n$, or if we estimate the desired full-data risk with CV-TMLE as carried out in the Appendix. The advantage of using double robust loss functions is that the second order terms in the finite sample oracle inequality are now expressed in terms of product of the approximation errors of the two nuisance parameters, and the further advantage of the CV-TMLE is that it is a substitution estimator respecting global bounds thereby enhancing the finite sample robustness of the risk-estimator.

The performance of the estimators $\hat{Q}_{1n}^d$ and $\hat{Q}_{2n}^d$ of $\hat{Q}_{10}^d$ and $\hat{Q}_{20}$, respectively, can be assessed with cross-validation, analogue to the use of cross-validation to assess the performance of a super-learner in the regression context.

### 9.3 Cross-validation based on performance of rule

As in our point-treatment section, given a collection of candidate estimators $d_\alpha(P_n)$ of $d_0$, we can also select $\alpha$ with a minimizer of a cross-validated estimator of $\alpha \rightarrow E_{B_n}E_{P_0}Y_{d_\alpha(P_{n,B_n})}$. For example, we could use the cross-validated empirical mean $E_{B_n}P_{n,B_n}^1L_{g_0}(d_\alpha(P_{n,B_n}))$ of the IPCW-loss $L_{g_0}(d) = I(\bar{A} = d(V))/g_0(O)Y$ or the DR-IPCW $L_{g_0,Q_0}$ loss defined as the efficient influence curve of $E_{Y_\theta}$ (minus the $E_{Y_\theta}$-constant so that it has expectation equal to $E_{Y_\theta}$). Of course, when the nuisance parameters of the loss are unknown, then they are replaced by estimators based on the training samples: e.g., $E_{B_n}P_{n,B_n}^1L_{g_0}(d_\alpha(P_{n,B_n}))$. Alternatively, we can estimate this data adaptive target parameter $E_{B_n}E_{P_0}Y_{d_\alpha(P_{n,B_n})}$ with the CV-TMLE, as we present in part III of this article (analogue to Zheng and van der Laan (2010, 2012);
van der Laan and Petersen (2012); Diaz and van der Laan (2013)).

10 The efficient influence curve of the mean outcome under \( V \)-optimal rule: two time-point treatment

In the next theorem we present a representation of \( \Psi(P_0) = E_0 Y_{d_0} \) that explicitly shows how \( \Psi(P_0) \) depends on \( d_0 \), which will allow us to establish the pathwise differentiability with known efficient influence curve.

**Theorem 7** Recall the definitions of \( \bar{Q}_{20} \) and \( \bar{Q}_{10} \) in Theorem 5. We can represent \( \Psi(P_0) = E_{P_0} Y_{d_0} \) as follows:

\[
\Psi(P_0) = E_{V(0)} \left( E_{V_{a(0)} = (0,1)} d_{0,A(1)}(a(0) = (0,1), V_{a(0)} = (0,1)) \bar{Q}_{20}(0,1, V_{a(0)} = (0,1)) \right. \\
\left. + E_{V(0)} d_{0,A(0)}(V(0)) \bar{Q}_{10}(V(0)) \right)
\]

**Proof:** We have

\[
\Psi(P_0) = E_{V(0)} \left( E_{V_{a(0)} = (0,1)} E(Y_{01} \mid V(0)) + d_{0,A(0)}(V(0)) \bar{Q}_{10}(V(0)) \right)
\]

\[
= E_{V_{a(0)} = (0,1)} E(Y_{01} \mid V_{a(0)} = (0,1)) + E_{V(0)} d_{0,A(0)}(V(0)) \bar{Q}_{10}(V(0))
\]

\[
= E_{V_{a(0)} = (0,1)} E(Y_{01} \mid V_{a(0)} = (0,1)) + I(\bar{Q}_{20}(a(0) = (0,1), V_{a(0)} = (0,1)) > 0) \bar{Q}_{20}(0, V_{a(0)} = (0,1))
\]

\[
+ E_{V(0)} d_{0,A(0)}(V(0)) \bar{Q}_{10}(V(0))
\]

\[
= E_{V_{a(0)} = (0,1)} E(Y_{01} \mid V_{a(0)} = (0,1)) + d_{0,A(1)}(a(0) = (0,1), V_{a(0)} = (0,1)) \bar{Q}_{20}(0, V_{a(0)} = (0,1))
\]

\[
+ E_{V(0)} d_{0,A(0)}(V(0)) \bar{Q}_{10}(V(0))
\]

\[
= E_{V_{a(0)} = (0,1)} E(Y_{01} \mid V_{a(0)} = (0,1)) + d_{0,A(1)}(a(0) = (0,1), V_{a(0)} = (0,1)) \bar{Q}_{20}(0, V_{a(0)} = (0,1))
\]

\[
+ E_{V(0)} d_{0,A(0)}(V(0)) \bar{Q}_{10}(V(0))
\]

This completes the proof of the theorem. □

The following theorem presents the efficient influence curve of \( \Psi \).

**Theorem 8** Assume that \( P_0(\mid Y \mid < M) = 1 \) for some \( M < \infty \). The parameter \( \Psi : \mathcal{M} \rightarrow \mathbb{R} \) is pathwise differentiable with canonical gradient given by

\[
D^*(P_0) = \sum_{k=0}^{2} D^*_k(P_0),
\]
where

\[
D_0^*(P_0) = E_{P_0}(Y_{d_0} | L(0), A(0) = d_{0,A(0)}(V(0))) - E_{P_0}Y_{d_0}
\]

\[
D_1^*(P_0) = \frac{I(A(0) = d_{0,A(0)}(V(0)))}{g_{0,A(0)}(O)} \\
\times \left( E_{P_0}(Y_{d_0} | \tilde{A}(1) = d_0(V), \tilde{L}(1)) - E_{P_0}(Y_{d_0} | L(0), A(0) = d_{0,A(0)}(V(0))) \right)
\]

\[
D_2^*(P_0) = \frac{I(\tilde{A}(1) = d_0(V))}{\prod_{j=0}^{\infty} g_{0,A(j)}(O)} (Y - E_{P_0}(Y_{d_0} | A(1) = d_0(V), L(1)))
\]

That is, \(D^*(P_0)\) equals the efficient influence curve \(D_0^*(d, P_0)\) for the parameter \(\Psi_d(P) \equiv E_P Y_d\) treating \(d\) as given, at the \(V\)-optimal rule \(d = d_0\): \(D^*(P_0) = D_0^*(d_0, P_0)\).

**Proof:** The expression for \(\Psi(P_0)\) presented in the previous theorem, and using the same proof as applied for the point treatment case demonstrates that the dependence of \(\Psi(P_0)\) on the rule \(d_0\) is such that the pathwise derivative of \(\Psi\) w.r.t. \(d_0\) equals zero. As a consequence, the pathwise derivative is identical to the pathwise derivative of \(\Psi_d : \mathcal{M} \to \mathbb{R}\) with \(\Psi(P) = E_P Y_d\) for a fixed \(d\) at \(d = d_0\). The latter pathwise derivative has a known efficient influence curve (Bang and Robins, 2005; van der Laan and Gruber, 2012) and is given by the expression stated in the theorem. \(\square\)

We have the following property of the efficient influence curve, which will provide a fundamental ingredient in the analysis of the TMLE presented in the next section.

**Theorem 9** Let \(d_Q\) be the \(V\)-optimal rule corresponding with \(Q\). For any \(Q, g\), we have

\[
P_0 D^*(Q, g) = \psi_0 - \Psi(Q) + R_{1d_Q}(Q, Q_0, g, g_0) + R_2(Q, Q_0)
\]

where

\[
R_{1d}(Q, Q_0, g, g_0) = P_0 D^*(d, Q, g) - (\Psi_d(Q_0) - \Psi_d(Q))
\]

\(\Psi_d(P) = E_P Y_d\) is the statistical target parameter that treats \(d\) as known, and \(D^*(d, Q_0, g_0)\) is the efficient influence curve of this parameter \(\Psi_d\) at \(P_0\). In addition,

\[
R_{2}(Q, Q_0) = \Psi_{d_Q}(Q_0) - \Psi_{d_0}(Q_0)
\]

\[
= E_{Q_0}(d_{Q,A(1)} - d_{0,A(1)})(a(0)) = (0, 1), V_{a(0)=(0,1)}Q_{20}(0, 1, V_{a(0)=(0,1)}) + E_{Q_0}(d_{Q,A(0)} - d_{0,A(0)})(V(0))Q_{10}(V(0))
\]

\[
\equiv R_{2A}(Q, Q_0) + R_{2A}(Q, Q_0).
\]
The term \( R_{2A(1)} \) can be bounded as
\[
R_{2A(1)} = E_{Q_0} \{ I(\tilde{Q}_2 > 0) - I(\tilde{Q}_{20} > 0) \} \tilde{Q}_{20}(0, 1, V_{a_0} = (0, 1)) \\
\leq E_{Q_0} I(\tilde{Q}_{20}(0, 1, V_{01}) < | \tilde{Q}_2 - \tilde{Q}_{20} | (0, 1, V_{01})) \tilde{Q}_{20}(0, 1, V_{01})
\]
\[
\leq \sqrt{E_{Q_0}(\tilde{Q}_2 - \tilde{Q}_{20})^2(0, 1, V_{01})} \sqrt{E_{P_0} I | \tilde{Q}_2 - \tilde{Q}_{20} | (0, 1, V_{01})},
\]

or, by bounding by the supremum norm instead of \( L^2 \)-norm in the last-inequality, as
\[
R_{2A(1)} \leq \| (\tilde{Q}_2 - \tilde{Q}_{20})(0, 1, \cdot) \|_{\infty} E_{P_0} I | \tilde{Q}_2 - \tilde{Q}_{20} | (0, 1, V_{01}).
\]

Similarly, the term \( R_{2A(0)} \) can be bounded as
\[
R_{2A(0)} = E_{Q_0} \{ I(Q_1(V(0)) > 0) - I(Q_{10}(V(0)) > 0) \} Q_{10}(V(0)) \\
\leq E_{Q_0} I(Q_{10}(V(0)) < | Q_1 - Q_{10} | (V(0))) Q_{10}(V(0))
\]
\[
\leq \sqrt{E_{Q_0}(Q_1 - Q_{10})^2(V(0))} \sqrt{E_{P_0} I | Q_1 - Q_{10} | (V(0))},
\]

or, by bounding by the supremum norm instead of \( L^2 \)-norm in the last-inequality, as
\[
R_{2A(0)} \leq \| Q_1 - Q_{10} \|_{\infty} E_{P_0} I | Q_1 - Q_{10} | (V(0)).
\]

From the study of the statistical target parameter \( \Psi_d \), we know that \( P_0 D^*(d, Q, g) = \Psi_d(Q_0) - \Psi_d(Q) + R_{1d}(Q, Q_0, g, g_0) \), where \( R_1 \) is a closed form second order term involving integrals of differences \( Q - Q_0 \) times differences \( g - g_0 \) (van der Laan and Gruber (2012)), and the remainder \( R_1(\cdot) \) in the Theorem is just \( R_{1d}d(Q, Q_0, g, g_0) \).

**Proof:** By definition of \( R_{1d}(Q, Q_0, g, g_0) \) we have
\[
P_0 D^*(Q, g) = P_0 D^*(d_Q, Q, g) = \Psi_{d_Q}(Q_0) - \Psi_{d_Q}(Q) + R_{1d}(Q, Q_0, g, g_0)
\]
\[
= \Psi_{d_Q}(Q_0) - \Psi_{d_Q}(Q) + \{ \Psi_{d_Q}(Q_0) - \Psi_{d_Q}(Q_0) \} + R_{1d}(Q, Q_0, g, g_0)
\]
\[
= \psi_0 - \Psi(Q) + R_2(Q, Q_0) + R_{1d}(Q, Q_0, g, g_0).
\]

The bounding of \( R_2(Q, Q_0) \) proceeds as stated in the theorem. \( \square \)

11 Targeted minimum loss-based estimation of the mean outcome under \( V \)-optimal rule: two time-point treatment

Our proposed TMLE is to first estimate the optimal rule \( d_0 \), giving us an estimated rule \( d_{0, A(0)}(V(0)), d_{0, A(1)}(V(1)) \), and subsequently apply
the TMLE of $EY_d$ for a fixed rule $d = d_n$ as presented in van der Laan and Gruber (2012). This TMLE is an analogue of the double robust estimating equation method presented in Bang and Robins (2005): see also Petersen et al. (2013) for a generalization of the TMLE to marginal structural models for dynamic treatments.

In a previous section we described a data adaptive estimator $d_n$ of $d_0$. So it remains to describe the TMLE for $\Psi_d(P_0) = E_{P_0}Y_d$ at a fixed rule $d$, and our proposed TMLE is this TMLE applied to $d = d_n$.

This TMLE for a fixed dynamic treatment rule has been presented in the literature, but for the sake of being self-contained it will be shortly described here. Firstly, without loss of generality we can assume that $Y \in [0, 1]$. Let $\bar{Q}_{2n}^d$ be an initial estimator of $E_{P_0}(Y \mid \bar{A}(1) = d(\bar{L}(1)), \bar{L}(1))$. Consider the submodel $\text{Logit} \bar{Q}_{2n}^d(\epsilon) = \text{Logit} \bar{Q}_{2n}^d + \epsilon H_2(g_n)$, where

$$H_2(g_n) = \frac{I(\bar{A}(1) = d(\bar{L}(1)))}{\prod_{j=0}^{d_n - 1} g_{n,A(j)}(O)}.$$ 

Let $\epsilon_n$ be the estimator of $\epsilon$ obtained by fitting $\epsilon$ with univariate logistic regression of $Y$ on $H_2(g_n)$ using $\text{Logit} \bar{Q}_{2n}^d$ as off-set. This defines a targeted estimator $\bar{Q}_{2n}^d = \bar{Q}_{2n}^d(\epsilon_n)$.

Regress $\bar{Q}_{2n}^d$ on $L(0), A(0) = d_{A(0)}(L(0))$ which defines an initial estimator $\bar{Q}_{1n}^d$ of $\bar{Q}_{10}^d = E_{P_0}(Y_d \mid L(0)) = E_{P_0}(\bar{Q}_{20} \mid L(0), A(0) = d_{A(0)}(L(0)))$. Consider the submodel $\text{Logit} \bar{Q}_{1n}^d(\epsilon) = \text{Logit} \bar{Q}_{1n}^d + \epsilon H_1(g_n)$, where

$$H_1(g_n) = \frac{I(A(0) = d_{A(0)}(L(0)))}{g_{n,A(0)}(O)}.$$ 

Let $\epsilon_n$ be the estimator of $\epsilon$ obtained by fitting $\epsilon$ with univariate logistic regression of $\bar{Q}_{1n}^d$ on $H_1(g_n)$ using $\text{Logit} \bar{Q}_{1n}^d$ as off-set. This defines a targeted estimator $\bar{Q}_{1n}^{ds} = \bar{Q}_{1n}^d(\epsilon_n)$ of $\bar{Q}_{10}^d$. Let $P_{L(0),n}$ be the empirical distribution of $L_i(0)$, and let $\bar{Q}_{1n}^{ds} = (Q_{L(0),n}, \bar{Q}_{1n}^{ds}, \bar{Q}_{2n}^{ds})$. The TMLE of $\psi_0 = E_{P_0}Y_d = \Psi_d(Q_{L(0),0}, \bar{Q}_{10}^d, \bar{Q}_{20}^d) = E_{Q_{L(0),0}} \bar{Q}_{10}^d(L(0))$ is defined by the plug-in estimator

$$\psi_n^* = \Psi(Q_n^*) = \frac{1}{n} \sum_{i=1}^{n} \bar{Q}_{1n}^{ds}(L_i(0)).$$

Thus, our TMLE of $\Psi(Q_0) = \Psi_{d_0}(Q_{W(0),Q_0})$ is given by

$$\psi_n^* = \Psi_{d_n}(Q_{L(0),n}, \bar{Q}_{1n}^{ds}, \bar{Q}_{2n}^{ds}) = E_{Q_{L(0),n}} \bar{Q}_{1n}^{ds}(L(0)).$$

Recall that $D^*(d, Q^d, g)$ is the efficient influence curve for the target parameter $EY_d$ treating $d$ as fixed, and that we showed that $D^*(d_0, Q_{0}^{d_0}, g_0)$ is
the efficient influence curve of the target parameter \( EY_{d_0} \) where \( d_0 \) is the \( V \)-optimal rule. The TMLE \( (d_n, Q_n^* = Q_{n^*}^d) \) described above solves the efficient influence curve estimating equation:

\[
P_n D^*(d_n, Q_{n^*}^d, g_n) = 0.
\]

### 12 Asymptotic efficiency of the TMLE of the mean outcome under \( V \)-optimal rule: two time-point treatment

We now wish to analyze the TMLE \( \psi_n^* = \Psi(d_n, Q_{n^*}^d) \) of \( \psi_0 = \Psi(d_0, Q_0^d) = \Psi(Q_0) \). By Theorem 9, we have

\[
-P_0 D^*(d_n, Q_{n^*}^d, g_n) = \psi_0 - \Psi(d_n, Q_{n^*}^d) + R(Q_n, Q_0, g_n, g_0).
\]

Combining this with \( P_n D^*(d_n, Q_{n^*}^d, g_n) = 0 \) yields

\[
\psi_n^* - \psi_0 = (P_n - P_0) D^*(d_n, Q_{n^*}^d, g_n) + R(Q_n, Q_0, g_n, g_0).
\]

This provides a basis for proving the desired asymptotic efficiency of the TMLE. That is, if \( D_n^* = D^*(d_n, Q_n^*, g_n) \) falls in a \( P_0 \)-Donsker class with probability tending to 1, \( P_0 \{ D_n^* - D^*(d_0, Q_0, g_0) \} \) converges to zero in probability, and \( R(Q_n, Q_0, g_n, g_0) = o_P(n^{-1/2}) \), then it follows that

\[
\psi_n^* - \psi_0 = (P_n - P_0) D^*(d_0, Q_0, g_0) + o_P(1/\sqrt{n}).
\]

Thus, under these conditions, we have shown that the TMLE is asymptotically linear with influence curve the efficiency influence curve, thereby establishing that the TMLE is asymptotically efficient.

In our theorem below we generalize this result by allowing that \( \bar{Q}_n^* \) is misspecified, even though the rule \( d_n \) and \( g_n \) are assumed to be consistent for \( d_0 \) and \( g_0 \).

**Theorem 10** Assume \( Y \in [0, 1] \), \( g_0(a(0), a(1), L(1)) > 0 \) for all \( (a(0), a(1)) \in \{0, 1\} \times \{1\} \). \( D_n^* = D^*(d_n, Q_n^*, g_n) \) falls in a \( P_0 \)-Donsker class with probability tending to 1, \( P_0 \{ D_n^* - D^*(d_0, Q_0, g_0) \} \) converges to zero in probability, \( Q_{L(0)} = Q_{L(0), 0} \), and

\[
R_2(\bar{Q}_n, \bar{Q}_0) = o_P(1/\sqrt{n}),
\]

where \( R_2() \) is defined and bounded in Theorem 9. Then,

\[
\psi_n^* - \psi_0 = (P_n - P_0) D^*(d_0, Q, Q_{M, 0}, g_0) + R_1(d) (Q_n, Q_0, g_n, g_0) + o_P(n^{-1/2}),
\]
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where $R_{1d} = P_0D^*(d, Q_n, g_n) - (\Psi_d(Q_0) - \Psi_d(Q_n))$, as defined in Theorem 9. If $g_n = g_0$ (i.e., RCT), then $R_{1d_n}(Q_n, Q_0, g_n, g_0) = 0$, so that $\psi^*_n$ is asymptotically linear with influence curve $D^*(d_0, Q, g_0)$.

For general $g_n$, we also assume the following second order term condition:

$$R_{1d_n}(Q_n, Q_0, g_n, g_0) - R_{1d_n}(Q, Q_0, g_n, g_0) = o_P(1/\sqrt{n}).$$

In addition, we assume the following asymptotic linearity condition on a smooth functional of $g_n$:

$$R_{1d_n}(Q, Q_0, g_n, g_0) = (P_n - P_0)D_g(P_0) + o_P(1/\sqrt{n}).$$

Then,

$$\psi^*_n - \psi_0 = (P_n - P_0)\{D^*(d_0, Q, g_0) + D_g(P_0)\} + o_P(1/\sqrt{n}). \tag{7}$$

If $g_n$ is an MLE of $g_0$ according to a correctly specified model $G$ for $g_0$ with tangent space $T_g(P_0)$ at $P_0$, then it follows that

$$D_g(P_0) = -\Pi(D^*(d_0, Q, g_0) | T_g(P_0)),$$

where $\Pi(\cdot | T_g(P_0))$ denotes the projection operator onto $T_g(P_0) \subset L_0^2(P_0)$ in the Hilbert space $L_0^2(P_0)$.

The proof of this theorem is a straightforward consequence of the template presented before the theorem.

### 12.1 Asymptotic linearity of TMLE in SMART

Suppose the data is generated by a sequentially randomized controlled trial and there is no missingness so that $g_0$ is known. In addition, assume that $V(0)$ and $V(1)$ are both univariate scores, and assume condition (12) so that the optimal rule $d_{0,A(1)}$ based on $(A(0), V(0), V(1))$ is the same as the optimal rule $d_{0,A(1)}$ based on $A(0), V(1)$: e.g., $V(1)$ is the same score as $V(0)$ but measured at the next time-point, so that it is reasonable to assume that an effect of $V(0)$ on $Y$ will be fully blocked by $V(1)$. Suppose we want to use the data of the RCT to learn the $V$-optimal rule $d_0$ and provide statistical inference for $E_{P_0}Y_{d_0}$. Since both $V(0)$ and $V(1)$ are 1-dimensional, using kernel smoothers or sieve-based estimation to generate a library of candidate estimators for the sequential loss-based super-learner of the blip-functions $(\bar{Q}_{10}, \bar{Q}_{20})$ described in previous section, we can obtain an estimator $\bar{Q}_n = (\bar{Q}_{1n}, \bar{Q}_{2n})$.
of \( Q_0 = (\bar{Q}_{10}, \bar{Q}_{20}) \) that converges at a rate such as \( n^{-2/5} \) under the assumption that \( Q_{10}, Q_{20} \) are continuously differentiable with a uniformly bounded derivative, or at a better rate under additional smoothness assumptions. As a consequence, in this case \( R_2(Q_n, Q_0) = O_P(n^{-4/5}) \) at minimal. As a consequence, all conditions of Theorem 10 hold, and it follows that the proposed TMLE is asymptotically linear with influence curve \( D^*(d_0, Q, g_0) \), where \( Q \) is the possibly misspecified limit of \( \bar{Q}_n^{d_n} \) in the TMLE. To conclude, sequentially randomized controlled trials allow us to learn \( V \)-optimal rules at adaptive optimal rates of convergence, and allow valid asymptotic statistical inference for \( E_{P_0} Y_{d_0} \). If \( V(j) \) is higher dimensional, then one will have to rely on enough smoothness assumptions on the blip-functions in order to guarantee that our super-learner \( Q_n \) (and thus \( d_n \)) is still such that \( R_2(Q_n, Q_0) = o_P(1/\sqrt{n}) \).

If there is actual missingness or right-censoring, then \( g_0 = g_{01} g_{02} \) factors in a treatment mechanism \( g_{01} \) and censoring mechanism \( g_{02} \), where \( g_{01} \) is known, but \( g_{02} \) is typically not known. Having a lot of knowledge about how censoring depends on the observed past might make it possible to obtain a good estimator of \( g_{02} \). In that case, the above conclusions still apply, but one now estimates the nuisance parameters of the loss-function (e.g., one uses a double robust loss-function in which \( g_{02} \) is replaced by an estimator).

### 12.2 Statistical inference

Suppose one is concerned with statistical inference for the target parameter \( \psi_{1,0} \equiv E_{P_0} Y_{d_0} - E_{P_0} Y_0 \), where \( Y_0 \) represents the counterfactual outcome \( Y_{(0,1),(0,1)} \) for the static intervention that sets both treatments equal to 0, and, as always, sets censoring to ”no censoring”. Above we developed the TMLE for \( E_{P_0} Y_{d_0} \), and we could use a separate TMLE for \( EY_0 \), or by modifying the TMLE described for \( E_{P_0} Y_{d} \) by using clever covariates that are the difference of the clever covariates one would use for \( EY_d \) and \( EY_0 \), we can use a TMLE directly targeting \( \psi_{1,0} \). This results in a TMLE \( \psi_{1,n} \) of \( \psi_{1,0} \). By a slight generalization of Theorem 4, if \( g_n = g_0 \) is known, this TMLE of \( \psi_{1,0} = E_{P_0} Y_{d_0} - E_{P_0} Y_0 \) is asymptotically linear with influence curve

\[
IC(P_0) = \{D^*(d_0, Q, g_0) - D^*(d = 0, Q, g_0)\},
\]

where \( D^*(d = 0, Q_0, g_0) \) is the efficient influence curve of \( EY_0 \) (i.e, \( d = 0 \) represents the static intervention \( A = ((0,1), (0,1)) \)). If \( g_n \) is an MLE according to a model with tangent space \( T_g(P_0) \), then the TMLE is asymptotically linear with influence curve

\[
IC(P_0) - \Pi(IC(P_0) \mid T_g(P_0)),
\]
so that one could still use $IC(P_0)$ as a conservative influence curve. Let $IC_n$ be an estimator of this influence curve $IC(P_0)$ obtained by plugging in the available estimates of its unknown components. The asymptotic variance of the TMLE $\psi_{1,n}^*$ of $\psi_{1,0}$ can now be (conservatively) estimated with

$$\sigma_n^2 = \frac{1}{n} \sum_{i=1}^n IC_n^2(O_i).$$

An asymptotic 0.95-confidence interval for $\psi_{1,0}$ is given by $\psi_{1,n}^* \pm 1.96 \frac{\sigma_n}{\sqrt{n}}$. In particular, we can test a null-hypothesis $H_0: \psi_{1,0} = 0$ to determine if there is statistically significant evidence that an optimal treatment rule outperforms the current standard treatment $A = 0$.

13 Statistical inference for mean outcome under data adaptively determined dynamic treatment

Let $d: \mathcal{M}_{NP} \rightarrow \mathcal{D}$ be an estimator that maps an empirical distribution into an individualized treatment rule. Let $d_n = d(P_n)$ be the estimated rule. Up till now we have been concerned with statistical inference for $E_{P_0}Y_{d_0}$, where $d_0$ is the unknown $V$-optimal rule while $d_n$ is a best estimator of this rule. As a consequence, statistical inference for $E_{P_0}Y_{d_0}$ based on the TMLE relied on consistency of $d_n$ to $d_0$, but also relied on a rate of convergence at which $d_n$ needs to converge to $d_0$: i.e., \( R_2(Q_n, Q_0) = o_P(1/\sqrt{n}) \). In this section we present statistical inference for the data adaptive target parameter $\psi_0 = \Psi_{d_0}(P_0) = E_{P_0}Y_{d=d_0}$. That is, we construct an estimator $\psi_n^* = \Psi^*(P_n)$ of $\Psi_{d(P_n)}(P_0)$ and a confidence interval $\psi_n^* \pm 1.96\sigma_n/\sqrt{n}$ so that

$$P_0 \left( \Psi_{\hat{d}(P_n)}(P_0) \in \hat{\Psi}_{\hat{d}(P_n)}(P_n) \pm 1.96\hat{\sigma}(P_n)/\sqrt{n} \right) \rightarrow 0.95, \text{ as } n \rightarrow \infty.$$

Note that in this definition of the confidence interval the target parameter is itself also random variable through the data $P_n$.

Statistical inference will be based on the same TMLE of $\Psi_{d}(P_0)$ at $d = d_n$, and our variance estimator will also be the same, but since the target is not $\Psi_{d_0}(P_0)$ but $\Psi_{d_n}(P_0)$, there will be no need for any consistency or rate condition on $d_n$. As a consequence, this approach is particularly appropriate in cases where $V$ is high dimensional so that it is not reasonable to expect that $d_n$ converges to $d_0$ at the required rate. In addition, even when statistical inference
for $E_P Y_{d_0}$ is feasible, one might be interested in statistical inference for the mean outcome under the actual concretely available rule $d_n$ instead of under the unknown rule $d_0$.

As previously shown, we have $P_0 D^*(d_n, Q_{n}^*, g_n) = \psi_0 - \psi_n^* + R_{d_n}(Q_{n}^*, Q_0, g_n, g_0)$ and $P_n D^*(d_n, Q_{n}^*, g_n) = 0$, which yields

$$\psi_n^* - \psi_0 = (P_n - P_0) D^*(d_n, Q_{n}^*, g_n) + R_{d_n}(Q_{n}^*, Q_0, g_n, g_0).$$

Analogue to Theorem 10 we now have the following theorem.

**Theorem 11** Assume $Y \in [0, 1]$. Let $\hat{d}(P_n) \in D$ with probability tending to 1, and assume the positivity assumption $\inf_{d \in D} P_0(g_0(A = d(L), L) > 0) = 1$. Let $\psi_0 = \Psi_{d_n}(P_0) = E_{P_0} Y_{\hat{d}}|_{d=d_n}$ be the data adaptive target parameter of interest. Consider the TMLE $(Q_{n}^*, g_n)$ of $\Psi_{d_n}(Q_0)$ treating $d_n$ as fixed, and $\psi^*_n = \Psi_{d_n}(Q_{n}^*)$ is the TMLE of $\psi_0$. Let $R_{1d}(Q, Q_0, g, g_0) = P_0 D^*(d, Q, g) - \{\Psi_{d}(Q_0) - \Psi_{d}(Q)\}$, as defined as in Theorem 9.

Assume $D^*_n \equiv D^*(d_n, Q_{n}^*, g_n)$ falls in a $P_0$-Donsker class with probability tending to 1, $P_0\{D^*_n - D^*(d_0, Q, g_0)\}^2$ converges to zero in probability for some $d_0 \in D$, $Q_{L(0)} = Q_{L(0), 0}$.

Then,

$$\psi_n^* - \psi_0 = (P_n - P_0) D^*(d_n, Q_{n}^*, Q_{W,0}, g_0) + R_{1d_n}(Q_{n}^*, Q_0, g_n, g_0) + o_P(n^{-1/2}).$$

If $g_n = g_0$ (i.e., RCT), then $R_{1d_n}(Q_{n}^*, Q_0, g_n, g_0) = 0$, so that $\psi_n^*$ is asymptotically linear with influence curve $D^*(d_0, Q, g_0)$.

For general $g_n$, we also assume that the following second order term condition:

$$R_{1d_n}(Q_{n}^*, Q_0, g_n, g_0) - R_{1d_n}(Q, Q_0, g_n, g_0) = o_P(1/\sqrt{n}).$$

In addition, we assume the following asymptotic linearity condition (for a smooth functional of $g_n$):

$$R_{1d_n}(Q, Q_0, g_n, g_0) = (P_n - P_0) D_g(P_0) + o_P(1/\sqrt{n}),$$

for some function $D_g(P_0) \in L_0^2(P_0)$.

Then,

$$\psi_n^* - \psi_0 = (P_n - P_0) \{D^*(d_n, Q, g_0) + D_g(P_0)\} + o_P(1/\sqrt{n}). \quad (8)$$

If $g_n$ is an MLE of $g_0$ according to a correctly specified model $\mathcal{G}$ for $g_0$ with tangent space $T_g(P_0)$ at $P_0$, then it follows that

$$D_g(P_0) = -\Pi(D^*(d_0, Q, g_0) \mid T_g(P_0)),$$

where $\Pi(\cdot \mid T_g(P_0))$ denotes the projection operator onto $T_g(P_0) \subset L_0^2(P_0)$ in the Hilbert space $L_0^2(P_0)$.  
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Let $\mathcal{D}$ be an index set for a collection of individualized treatment rules, and for each $d \in \mathcal{D}$, we have a statistical target parameters $\Psi_d : \mathcal{M} \to \mathbb{R}$, defined by $\Psi_d(P) = E_P Y_d$. Let $\hat{d} : \mathcal{M}_{NP} \to \mathcal{D}$ be an estimator that maps an empirical distribution into an individualized treatment rule, and thereby a choice of target parameter. Consider a cross-validation sample split random vector $B_n \in \{0, 1\}^n$, and for a split $B_n$, let $P_{n,B_n}^0$ be the empirical distribution of the training sample $\{i : B_n(i) = 0\}$ and $P_{n,B_n}^0$ is the empirical distribution of the validation sample $\{i : B_n(i) = 1\}$. In this section, we are concerned with presenting a method that provides an estimator and statistical inference for the data-adaptive target parameter $\psi_{0n} = E_{B_n} \Psi_{\hat{d}(P_{n,B_n}^0)}(P_0)$.

Let $J$ be the number of possible values of $B_n$. Thus for each of the $J$ training samples one applies the estimator $\hat{d}$, giving a target parameter value $\Psi_{\hat{d}(P_{n,B_n}^0)}(P_0)$, and our target parameter $\psi_{0n}$ is defined as the average across these $J$ target parameters. Below we present a cross-validated TMLE $\psi_n^*$ of this data adaptive target parameter $\psi_{0n}$. We will be able to establish statistical inference for this parameter $\psi_{0n}$, not only without relying on a consistency or rate condition on the estimated rule as achieved in the previous section, but also removing the reliance on the empirical process condition (i.e., Donsker class condition) that was needed in any of the previous theorems. That means that in a sequentially randomized controlled trial, we obtain valid asymptotic statistical inference without any conditions, even when $d_n$ is a highly data adaptive estimator of a $V$-optimal rule for a possibly high dimensional $V$.

The next subsection defines the general cross-validated TMLE for data adaptive target parameters. Subsequently, we present an asymptotic linearity theorem allowing us to construct asymptotic 0.95-confidence intervals. Finally, we present the cross-validated TMLE for the two time-point treatment case in detail.
14.1 Cross-validated TMLE

For each target parameter $\Psi_d$, let $D^*_d(P_0)$ be its efficient influence curve at $P_0$. Assume that $\Psi_d(P_0) = P_d(Q^0_0)$ only depends on $P_0$ through a parameter $Q^0_0$, and assume that $D^*_d(P_0) = D^*_d(Q^0_0, g^0_0)$ depends on $P_0$ through $Q^0_0$ and a nuisance parameter $g^0_0$. Define a second order term $R^d(Q^d, Q^0_0, g^d, g^0_0)$ as follows:

$$P_0D^*_d(Q^d, g^d) = \Psi_d(P_0) - \Psi_d(Q^d) + R^d(Q^d, Q^0_0, g^d, g^0_0).$$

Let $\hat{Q}^d, \hat{g}^d$ be initial estimators of $Q^0_0$ and $g^0_0$, respectively. Let $L^d(Q^d)$ be a valid loss function for $Q^d_0$ so that $Q^d_0 = \arg \min_{Q^d} P_0L^d(Q^d)$, and let $\{Q^d(\epsilon) : \epsilon\}$ be a submodel through $Q$ at $\epsilon = 0$ with a univariate or multivariate parameter $\epsilon$ so that the linear span of the generalized score includes the efficient influence curve at $(Q^d, g^d)$:

$$D^*_d(Q^d, g^d) \in \langle \frac{d}{d\epsilon}L^d(Q^d(\epsilon)) \rangle_{\epsilon=0},$$

where $\langle f \rangle = \{\sum_j \beta_j f_j : \beta\}$ denotes the linear space spanned by the components of $f$. Let $\hat{Q}^d(\epsilon)$ be this submodel through $\hat{Q}^d$, using $\hat{g}^d$. For the single time point treatment case, we define

$$\epsilon_n = \arg \min_{\epsilon} E_{P_{n,B_n}} P^1_{n,B_n} L^d(\hat{Q}^d(P_{0,n,B_n})(\epsilon))\bigg|_{d=\hat{d}(P_{0,n,B_n})},$$

but for the multiple time-point treatment case, we use the sequential TMLE algorithm of the TMLE for $EY_{\hat{d}(P_{0,n,B_n})}$ but where the $\epsilon$’s are determined based on the cross-validated empirical risks averaging over the training samples. In a later subsection, we demonstrate this in detail.

For notational convenience, we use the notation $\hat{Q}(P_{0,n,B_n}) = \hat{Q}_{\hat{d}(P_{0,n,B_n})}(P_{0,n,B_n})$, and similarly, we define $\hat{g}(P_{0,n,B_n}) = \hat{g}_{\hat{d}(P_{0,n,B_n})}(P_{0,n,B_n})$. For each split $B_n$, we define the corresponding updates $\hat{Q}^*(P_{0,n,B_n}, \epsilon_n) = \hat{Q}(P_{0,n,B_n})(\epsilon_n)$. The key assumption about $\epsilon_n$ and a corresponding update $\hat{Q}^*(P_{0,n,B_n}, \epsilon_n)$ is that it solves the cross-validated empirical mean of the efficient influence curve:

$$E_{P_{n,B_n}} P^1_{n,B_n} D^*_d(P_{0,n,B_n}) (\hat{Q}^*(P_{0,n,B_n}, \epsilon_n), \hat{g}(P_{0,n,B_n})) = o_P(1/\sqrt{n}). \quad (9)$$

As shown below, the sequential TMLE updating algorithm for the multiple time point intervention case indeed satisfies this equation with $o_P(1/\sqrt{n})$ replaced by 0.

The proposed estimator of $\psi_{0n}$ is given by

$$\psi^*_n \equiv E_{P_{n,B_n}} \Psi_{\hat{d}(P_{0,n,B_n})}(\hat{Q}^*(P_{0,n,B_n}, \epsilon_n)).$$
In the current literature we have referred to this estimator as the cross-validated TMLE (Zheng and van der Laan (2010, 2012); van der Laan and Petersen (2012); Diaz and van der Laan (2013)). The only twist relative to the original CV-TMLE is that we change our target on each training sample into the training sample specific target parameter implied by the fitted rule on the training sample, while in the original CV-TMLE formulation, the target would still be $\Psi_{d0}(P_0)$. With this minor twist, the (same) CV-TMLE is now used to target the average of training sample specific target parameters averaged across the $J$ training samples. This utilization of CV-TMLE was already used to estimate the average (across training samples) of the true risk of an estimator based on a training sample in (van der Laan and Petersen, 2012; Diaz and van der Laan, 2013), so that this represents a generalization of that application of CV-TMLE to general data adaptive target parameters as proposed in van der Laan et al. (2013).

### 14.2 Statistical inference based on the CV-TMLE

Let’s now proceed with the analysis of this CV-TMLE $\psi^*_n$ of $\psi_{0n}$. A key identity is given by:

$$E_{\hat{B}_n} P_0 D^{*}_{\hat{d}(P_{n,B_n})}(\hat{Q}^*(P_{n,B_n}, \epsilon_n), \hat{g}(P_{n,B_n}^0)) = E_{\hat{B}_n} \Psi_{\hat{d}(P_{n,B_n})}(P_0) - \psi^*_n + E_{\hat{B}_n} R^{*}_{\hat{d}(P_{n,B_n})}(\hat{Q}^*(P_{n,B_n}, Q_0, \hat{g}(P_{n,B_n}^0), g_0)).$$

This proves

$$\psi^*_n - \psi_{0n} = E_{\hat{B}_n} (P_{1,B_n} - P_0) D^{*}_{\hat{d}(P_{n,B_n})}(\hat{Q}^*(P_{n,B_n}, \epsilon_n), \hat{g}(P_{n,B_n}^0)) + o_P(1/\sqrt{n}) + E_{\hat{B}_n} R^{*}_{\hat{d}(P_{n,B_n})}(\hat{Q}^*(P_{n,B_n}, Q_0, \hat{g}(P_{n,B_n}^0), g_0)).$$

Regarding the empirical process term we have the following lemma.

**Lemma 2** Assume that the supremum norm of $D^{*}_{\hat{d}(P_{n,B_n})}(\hat{Q}^*(P_{n,B_n}, \epsilon_n), \hat{g}(P_{n,B_n}^0))$ is bounded by some $M < \infty$ with probability tending to 1, and that

$$P_0 \{ D^{*}_{\hat{d}(P_{n,B_n})}(\hat{Q}^*(P_{n,B_n}, \epsilon_n), \hat{g}(P_{n,B_n}^0)) - D^{*}_{d_0}(Q_{d_0}^0, g_{d_0}) \}^2 \to 0 \text{ in probability.}$$

Then,

$$E_{\hat{B}_n} (P_{1,B_n} - P_0) D^{*}_{\hat{d}(P_{n,B_n})}(\hat{Q}^*(P_{n,B_n}, \epsilon_n), \hat{g}(P_{n,B_n}^0)) = (P_n - P_0) D^{*}_{d_0}(Q_{d_0}^0, g_{d_0}) + o_P(1/\sqrt{n}).$$
Thus, under this very mild consistency condition, we have

$$\psi_n^* - \psi_0 = (P_n - P_0) D_{d_0}^* (Q_{d_0}, g_{d_0}) + o_P(1/\sqrt{n})$$

$$+ E_{B_n} R_{d(P_{n,B_n}^0)}(\hat{Q}^*(P_{n,B_n}^0), Q_0, \hat{g}(P_{n,B_n}^0), g_0).$$

Suppose now that $Q_{d_0} = Q_0^0$ and $g_{d_0} = g_0^0$, and

$$E_{B_n} R_{d(P_{n,B_n}^0)}(\hat{Q}^*(P_{n,B_n}^0), Q_0, \hat{g}(P_{n,B_n}^0), g_0) = o_P(1/\sqrt{n}).$$

Then, it follows that

$$\psi_n^* - \psi_0 = (P_n - P_0) D_{d_0}^* (Q_0^0, g_0^0) + o_P(1/\sqrt{n}).$$

In general, we only assume that $g_{d_0} = g_0^0$, and

$$E_{B_n} R_{d(P_{n,B_n}^0)}(\hat{Q}^*(P_{n,B_n}^0), Q_0, \hat{g}(P_{n,B_n}^0), g_0) - E_{B_n} R_{d(P_{n,B_n}^0)}(Q, Q_0, \hat{g}(P_{n,B_n}^0), g_0) = o_P(1/\sqrt{n}).$$

In many applications, due to linearity of $(Q - Q_0) \to R_d(Q, Q_0, g, g_0)$, this difference is represented by an integral involving the product of a difference $\hat{Q}^*(P_{n,B_n}^0) - Q$ and a difference $\hat{g}(P_{n,B_n}^0) - g_0$. In that case, this assumption correspond with a second order term being $o_P(1/\sqrt{n})$, where the second order term might be bounded by an $L^2$-norm of a difference $\hat{Q}^*(P_{n,B_n}^0) - Q$ times an $L^2$-norm of a difference $\hat{g}(P_{n,B_n}^0) - g_0$. In addition, we assume the following asymptotic linearity condition on $\hat{g}$:

$$E_{B_n} R_{d(P_{n,B_n}^0)}(Q, Q_0, \hat{g}(P_{n,B_n}^0), g_0) = (P_n - P_0) D_g(\hat{g}) + o_P(1/\sqrt{n}).$$

Then, we can conclude:

$$\psi_n^* - \psi_0 = (P_n - P_0) \{ D_{d_0}^* (Q, g_0) + D_g(\hat{g}) \} + o_P(1/\sqrt{n}).$$

This proves the following theorem.

**Theorem 12** Let $\mathcal{D}$ be an index set for a collection of individualized treatment rules, and for each $d \in \mathcal{D}$, we have a statistical target parameters $\Psi_d : \mathcal{M} \to \mathbb{R}$, defined by $\Psi_d(P) = E_P Y_d$. Assume $\inf_{d \in \mathcal{D}} P_0(g_0(A = d(L), L) > 0) = 1$.

Let $\mathcal{M}_{NP} \to \mathcal{D}$ be an estimator that maps an empirical distribution into an individualized treatment rule, and thereby a choice of target parameter. Consider a sample split random vector $B_n \in \{0, 1\}^n$, and for a split $B_n$, let $P_{n,B_n}^0$ be the empirical distribution of training sample $\{i : B_n(i) = 0\}$ and
$P^0_{n,B_n}$ be the empirical distribution of the validation sample $\{i : B_n(i) = 1\}$. The data-adaptive target parameter is defined as follows:

$$\psi_{0n} = E_{B_n} \Psi_{d(P^0_{n,B_n})}(P_0).$$

For each target parameter $\Psi_d$, let $D^*_d(P_0)$ be its efficient influence curve at $P_0$. Assume that $\Psi_d(P_0) = \Psi_d(Q^d_0)$ only depends on $P_0$ through a parameter $Q^d_0$, and assume that $D^*_d(P_0) = D^*_d(Q^d_0, g^d_0)$ depends on $P_0$ through $Q^d_0$ and a nuisance parameter $g^d_0$. Define a second order term $R^d()$ as follows:

$$P_0D^*_d(Q^d, g^d) = \Psi_d(P_0) - \Psi_d(Q^d) + R^d(Q^d, Q^d_0, g^d, g^d_0).$$

Let $(Q^d, O) \rightarrow L^d(Q^d)(O)$ be a valid loss function for $Q^d_0$ so that $Q^d_0 = \arg \min_{Q^d} P_0L^d(Q^d)$, and let $\{Q^d(\epsilon) : \epsilon\}$ be a submodel through $Q$ at $\epsilon = 0$ with a univariate or multivariate parameter $\epsilon$ so that the linear span of the generalized score includes the efficient influence curve:

$$D^*_d(Q^d, g^d) \in \left. \left\{ \int_{\epsilon} \frac{d}{d\epsilon} L^d(Q^d(\epsilon)) \right\}_{\epsilon=0} \right).$$

Let $\hat{Q}^d(\epsilon)$ be this submodel through $\hat{Q}^d$, using $\hat{g}^d$. For notational convenience, we use the notation $\hat{Q}(P^0_{n,B_n}) = \hat{Q}_{d(P^0_{n,B_n})}(P^0_{n,B_n})$, and similarly, we define $\hat{g}(P^0_{n,B_n}) = \hat{g}_{d(P^0_{n,B_n})}(P^0_{n,B_n})$. For each split $B_n$, we define the corresponding updates $\hat{Q}^*(P^0_{n,B_n}, \epsilon_n) \equiv \hat{Q}(P^0_{n,B_n})(\epsilon_n)$. Let $\epsilon_n$ be computed so that it solves/satisfies the following equation:

$$E_{B_n}P^1_{n,B_n}D^*_{d(P^0_{n,B_n})}(\hat{Q}^*(P^0_{n,B_n}, \epsilon_n), \hat{g}(P^0_{n,B_n})) = o_P(1/\sqrt{n}). \quad (10)$$

The proposed estimator of $\psi_{0n}$ is given by

$$\psi^*_{0n} = E_{B_n}\Psi_{d(P^0_{n,B_n})}(\hat{Q}^*(P^0_{n,B_n}, \epsilon_n)).$$

Assume that the supremum norm of $D^*_{d(P^0_{n,B_n})}(\hat{Q}^*(P^0_{n,B_n}, \epsilon_n), \hat{g}(P^0_{n,B_n}))$ is bounded by some $M < \infty$ with probability tending to 1, and that

$$P_0\{D^*_{d(P^0_{n,B_n})}(\hat{Q}^*(P^0_{n,B_n}, \epsilon_n), \hat{g}(P^0_{n,B_n}))-D^*_d(Q^d_0, g^d_0)\}^2 \rightarrow 0 \text{ in probability. Then,}

$$\psi^*_{0n} - \psi_{0n} = (P_n - P_0)D^*_d(Q^d_0, g^d_0) + o_P(1/\sqrt{n}) + E_{B_n}R^*_{d(P^0_{n,B_n})}(\hat{Q}^*(P^0_{n,B_n}, \epsilon_n), Q_0, \hat{g}(P^0_{n,B_n}), g^d_0).$$
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In general, we will assume $g = g_0$, and

$$E_B n_R \hat{d}(P^0_{n,B_n}) (Q^* (P^0_{n,B_n}, \epsilon_n), Q_0, \hat{g}(P^0_{n,B_n}), g_0) - E_B n_R \hat{d}(P^0_{n,B_n}) (Q, Q_0, \hat{g}(P^0_{n,B_n}), g_0) = o_P(1/\sqrt{n}),$$

and the following asymptotic linearity condition on $\hat{g}$:

$$E_B n_R \hat{d}(P^0_{n,B_n}) (Q, Q_0, \hat{g}(P^0_{n,B_n}), g_0) = (P_n - P_0) D_g(P_0) + o_P(1/\sqrt{n}).$$

Then,

$$\psi^*_n - \psi_0 n = (P_n - P_0) \{D^*_d(Q, g_0) + D_g(P_0)\} + o_P(1/\sqrt{n}).$$

Suppose $g_0$ is known and $\hat{g}(P_n) = g_0$. Consider the estimator

$$\sigma^2_n = E_B n_R P^1_{n,B_n} \left\{ D^*_d(P^0_{n,B_n}) (Q^* (P^0_{n,B_n}, \epsilon_n), \hat{g}(P^0_{n,B_n})) \right\}^2$$

of the asymptotic variance $\sigma^2_0 = P_0 \{D^*_d(Q, g_0)\}^2$ of the CV-TMLE $\psi^*_n$. An asymptotic 0.95-confidence interval for $\psi_0 n$ is given by $\psi^*_n \pm 1.95 \sigma_n / \sqrt{n}$. This same variance estimator and confidence interval can be used for the case that $g_0$ is not known and $\hat{g}(P_n)$ is an MLE of $g_0$ according to some model. In that case, the theorem tells us that it is an asymptotically conservative confidence interval.

14.3 CV-TMLE of the mean outcome under data adaptive V-optimal rule: two time-point treatment

Let $\hat{d}$ be the data adaptive estimator of the V-optimal rule $d_0$, as presented in a previous section. Firstly, without loss of generality we can assume that $Y \in [0, 1]$. Let’s denote the realizations of $B_n$ with $j = 1, \ldots, J$. Let $\bar{Q}_{2nj}$ be an initial estimator of $\bar{Q}_{20j} = EP_0(Y | \bar{A}(1) = d_{nj}(\bar{L}(1)), \bar{L}(1))$ based on the training sample $P^0_{nj}$, and similarly let $d_{nj}$ and $g_{nj}$ represent the estimated rule and estimated intervention mechanism based on this training sample $P^0_{nj}$, $j = 1, \ldots, J$. Consider the submodel Logit$\hat{Q}_{2n,j}(\epsilon) = \text{Logit} \hat{Q}_{2n,j} + \epsilon H_2(g_{nj})$, where

$$H_2(g_{nj}) = \frac{I(\bar{A}(1) = d_{nj}(\bar{L}(1)))}{\prod_{l=0}^1 g_{nj,A(l)}(O)}.$$

Let

$$\epsilon_{2n} = \arg \min_{\epsilon} \frac{1}{J} \sum_{j=1}^J P^1_{nj} L_{2,nj}(\bar{Q}_{2n,j}(\epsilon)),$$
where 

\[-L_{2nj}(\hat{Q}_2) = I(A(1) = d_{nj}(\tilde{L}(1))) \left\{ Y \log \hat{Q}_2(\tilde{L}(1)) + (1 - Y) \log (1 - \hat{Q}_2(\tilde{L}(1))) \right\}.\]

This estimator of \( \epsilon \) can be obtained by fitting \( \epsilon \) with univariate logistic regression of \( Y \) on \( H_2(g_{nj}) \) using \( \text{Logit}{\hat{Q}_2^{dv}} \) as offset, but where observations \( Y_i \) in validation sample are coupled to a corresponding offset \( \hat{Q}_{2nj}(\tilde{L}_i(1)) \) and covariate \( H_2(g_{nj})(\tilde{L}_i) \) based on the corresponding training sample. This defines a targeted estimator \( \hat{Q}_2^{*}(P_{nj}^{0}, \epsilon_{2n}) = \hat{Q}_{2nj}(\epsilon_{2n}) \) for each \( j = 1, \ldots, J \). We will denote this targeted estimator with \( \bar{\hat{Q}}_{2nj} \), and note that it only depends on \( P_n \) through the training sample \( P_{nj}^{0} \) and \( \epsilon_{2n} \).

Regress \( \hat{Q}_{2nj} \) on \( L(0), A(0) = d_{nj,A(0)}(L(0)) \) which defines an initial estimator \( \hat{Q}_{1nj}^{0} \) of \( Q_{10}^{dv} = E_{P_0}(Y_{d_{nj}} | L(0)) = E_{P_0}(\hat{Q}_{20}^{dv} | L(0), A(0) = d_{nj,A(0)}(L(0))). \) Consider the submodel \( \text{Logit}{\hat{Q}_{1nj}(\epsilon)} = \text{Logit}{\hat{Q}_{1nj}^{0} + \epsilon H_1(g_{nj})} \), where

\[ H_1(g_{nj}) = \frac{I(A(0) = d_{nj,A(0)}(L(0)))}{g_{nj,A(0)}(O)}. \]

Let

\[ \epsilon_{1n} = \arg \min_{\epsilon} \frac{1}{J} \sum_{j=1}^{J} P_{nj}^{1} L_{1,nj}(\hat{Q}_{1nj}(\epsilon)), \]

where

\[-L_{1,nj}(\hat{Q}_1) = I(A(0) = d_{nj,A(0)}(V(0))) \left\{ \hat{Q}_{1nj} \log \hat{Q}_1(L(0)) + (1 - \hat{Q}_{2nj}) \log (1 - \hat{Q}_1(L(0))) \right\}.\]

This defines a targeted estimator \( \hat{Q}_1^{*}(P_{nj}^{0}, \epsilon_{1n}) = \hat{Q}_{1nj}(\epsilon_{1n}) \) of \( Q_{10}^{dv} \), \( j = 1, \ldots, J \). We will denote this targeted estimator with \( \bar{\hat{Q}}_{1nj}^{*} \) and note that it only depends on \( P_n \) through the training sample \( P_{nj}^{0} \) and \( \epsilon_{1n} \).

Let \( Q_{L(0),nj} \) be the empirical distribution of \( L_i(0) \) for the training sample \( P_{nj}^{0} \). This defines an estimator \( \psi_{nj}^{*} = Q_{L(0),nj} \bar{\hat{Q}}_{1nj}^{*} = P_{nj}^{1} \bar{\hat{Q}}_{1nj}^{*} \) of \( \psi_{d_{nj}}(P_0) \) for each \( j = 1, \ldots, J \). The cross-validated TMLE is now defined as \( \psi_{n}^{*} = \frac{1}{J} \sum_{j=1}^{J} \psi_{nj}^{*} \).

This CV-TMLE solves the cross-validated efficient influence curve equation:

\[ 0 = \frac{1}{J} \sum_{j=1}^{J} P_{nj}^{1} D_{d_{nj}}^{*}(Q_{nj}^{*}, g_{nj}), \]

where \( Q_{nj}^{*} = (Q_{1nj}^{*}, Q_{2nj}^{*}, Q_{L(0),nj}) \) only depends on \( P_n \) through \( P_{nj}^{0} \) and \( \epsilon_n = (\epsilon_{1n}, \epsilon_{2n}) \). Our general asymptotic linearity Theorem 12 can thus be immediately applied to this CV-TMLE.
Recall that in the second part of the article, we suggested using a CV-TMLE to estimate the risk $E_{B_n} E_{P_0} Y_d(P_{0n,B_n})$ for a candidate estimator $\hat{d}$, and to define a cross-validation selector accordingly, resulting in a particular type of super-learner. Thus the above description of CV-TMLE defines this desired estimator, and could thus also be used to define this super-learner.

15 Concluding remarks

This article investigated nonparametric estimation of a $V$-optimal dynamic treatment, statistical inference for the mean outcome under the $V$-optimal rule, and statistical inference for the (data adaptive target parameter defined as the) mean outcome under a data adaptively determined $V$-optimal rule (treating the latter as given). We proposed sequential loss-based super learning with novel choices of loss-functions to construct such a nonparametric estimator of the $V$-optimal rule. When applied in sequentially randomized controlled trials, at each stage, this method is guaranteed to asymptotically outperform any competitor (w.r.t. loss-based dissimilarity) by simply including it in the library of candidate estimators. In this sequential loss-based super-learner the cross-validation is used to optimize the performance in fitting the $V$-adjusted blip-function itself. We also proposed a cross-validation selector (and corresponding super-learner) that aims to optimize the performance of the fitted rule itself in maximizing the mean outcome. The latter seems to be more targeted towards our goal, but theoretical results regarding the cross-validation selector tell a more complex story, suggesting that only when $V$ is higher dimensional, the latter can be expected to be superior. We plan to carry out simulation studies to shed light on this important issue.

We proved a surprising/useful result stating that the mean outcome under the $V$-optimal rule is represented by a statistical parameter whose pathwise derivative is identical to what it would have been if the unknown rule would be treated as known. As a consequence, the efficient influence curve is immediately known, and any of the efficient estimators for the mean outcome under a given rule can be applied at the estimated rule. In particular, we demonstrate a TMLE, and present the asymptotic linearity theorem. However, the dependence of the statistical target parameter on the unknown rule affects the second order terms of the TMLE, and, as a consequence, the asymptotic linearity of the TMLE requires that a second order difference between the estimated rule and the $V$-optimal rule converges to zero at a rate faster than $1/\sqrt{n}$. We show that this can be expected to hold for rules that are only a function of one continuous score (such as a biomarker), but when $V$ is higher
dimensional, only strong smoothness assumptions will guarantee this, so that, even in an RCT, we cannot be guaranteed valid statistical inference for such V-optimal rules.

Therefore, we proceeded to pursue statistical inference for so called data adaptive target parameters. Specifically, we presented statistical inference for the mean outcome under the dynamic treatment regimen we fitted based on the data. We now show that statistical inference for this data adaptive target parameter does not rely on the second order term condition anymore, and only requires that the data adaptively fitted rule converges to some fixed rule. However, even in a sequentially randomized controlled trial, the asymptotic linearity theorem still relies on a Donsker class condition that limits the data adaptivity of the estimator of the rule. So, even though the assumptions are much weaker, they can still cause havoc when V is high dimensional in finite samples, and possibly, even asymptotically.

Therefore, we proceeded with the average of sample split specific target parameters, as in general proposed in (van der Laan et al., 2013), where we show that statistical inference can now avoid the empirical process condition. Specifically, our data adaptive target parameter is now defined as an average across J sample splits in training and validation sample of the mean outcome under the dynamic treatment fitted on the training sample. We present a cross-validated TMLE of this data adaptive target parameter, and we established an asymptotic linearity theorem that does neither require a consistency or rate condition on the estimated rule, nor does it require the empirical process condition. As a consequence, in a sequential RCT, this method provides valid asymptotic statistical inference without any conditions, beyond the requirement that the estimated rule converges to some fixed rule. In future work we hope to address the practical performance of these methods in a simulation study and apply it to actual data sets of interest, generated by observational as well as randomized controlled trials.

In the current article we defined the treatment as binary at each time point. Consider now a treatment that has k possible values. In that case, we can define a vector of binary indicators, ordered in a user-supplied manner, that identify the treatment. We can now just apply the results for the multiple time-point treatment case in the Appendix, since this represents a special case in which at some time-point there are no intermediate time-dependent covariates between two subsequent binary treatments. As a consequence, our results also apply to this case.

It might also be of interest to propose working models for the mean outcome $E_{R_0}(Y_{d_0} \mid S)$ under the optimal rule, conditional on some baseline covariates $S \subset W$. This is now a function of S, but we would define the target parameter
of interest as a projection of this true underlying function on the working model. It would now be of interest to develop TMLE for this finite dimensional pathwise differentiable parameter, and we presume that similar results as we found here might appear. Such parameters provide information about how the mean outcome under the optimal rule are affected by certain baseline characteristics.
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Appendix

A Formulation of optimal dynamic treatment estimation problem: multiple time point treatment

Suppose we observe \(n\) i.i.d. copies \(O_1, \ldots, O_n\) of
\[
O = (L(0), A(0), L(1), A(1), \ldots, L(K), A(K), Y = L(K + 1)) \sim P_0,
\]
where \(A(j) = (A_1(j), A_2(j))\), \(A_1(j)\) is a binary treatment and \(A_2(j)\) is a missing or right-censoring indicator at "time" \(j, j = 0, 1, \ldots, K\). For a time-dependent process \(X()\), we will use the notation \(\bar{X}(t) = (X(s) : s \leq t)\). Let \(\mathcal{M}\) be a statistical model that makes no assumptions on the marginal distribution \(Q_0, L(0)\) of \(L(0)\), and the conditional distributions \(Q_0, L(j)\) of \(L(j)\), given \(\bar{A}(j - 1), \bar{L}(j - 1), j = 1, \ldots, K + 1\), but might make assumptions on the conditional distributions \(g_0, A(j)\) of \(A(j)\), given \(\bar{A}(j - 1), \bar{L}(j), j = 0, \ldots, K\). We refer to \(g_0\) as the censoring and treatment mechanism or simply intervention mechanism. We note that we can factorize \(g_0\) as follows in a treatment mechanism \(g_0, A(1)\) and censoring mechanism \(g_0, A(2)\):
\[
g_0(O) = \prod_{j=0}^{K} g_{0, A_1(j)}(A_1(j) | \bar{L}(j), \bar{A}(j - 1)) \cdot \prod_{j=0}^{K} g_{0, A_2(j)}(A_2(j) | \bar{L}(j), \bar{A}_1(j), \bar{A}_2(j - 1)) \equiv g_{0, A(1)}(O)g_{0, A(2)}(O).
\]
The data might have been generated by a sequential multiple assignment randomized trial (SMART) in which case \(g_{0, A(1)}\) is known. In addition, in such a SMART it might be known that right-censoring at time \(j\) only depends on the past through the past censoring and treatment history in which case nonparametric and root-\(n\)-consistent estimators of \(g_{0, A(2)}\) are directly available.

Let \(V(0)\) be a function of \(L(0)\) and let \((\bar{A}(j - 1), V(j))\) be a function of \((\bar{A}(j - 1), \bar{L}(j)), j = 1, \ldots, K\). Let \(V = \tilde{V} = (V(0), V(1), \ldots, V(K))\). Consider dynamic treatment rules \(V(0) \to d_{A(0)}(V(0)) \in \{0, 1\} \times \{1\}, (\bar{A}(j - 1), V(j)) \to d_{A(j)}(\bar{A}(j - 1), V(j)) \in \{0, 1\} \times \{1\}, j = 1, \ldots, K\), that are restricted to make the treatment rule only depend on \(\bar{L}(j)\) through \(V(j)\), and to deterministically
set the censoring indicators $A_2(j) = 1, j = 0, \ldots, K$. Let $\mathcal{D}$ be the set of all such dynamic treatments.

We will also assume that $V(0)$ is a function of $V(1)$ (i.e., observing $V(1)$ includes observing $V(0)$), and $V(j)$ is a function of $V(j+1)$, $j = 1, \ldots, K - 1$. Under this assumption $d_{A(j)}$ is only a function of $V(j)$ since $\bar{A}(j-1)$ is itself a function of $V(j)$. Therefore, we will also use notation $d_{A(j)}(V(j))$ instead of $d_{A(j)}(\bar{A}(j-1), V(j))$. For any rule $d \in \mathcal{D}$, let

$$
\Psi_d(P) \equiv E_{P_d}Y_d
$$

denote the mean outcome of $Y_d$ under dynamic treatment $d$, where $L_d = (L_d(0), \ldots, Y_d = L_d(K+1))$ is a random variable with probability density

$$
P_d(L(0), A(0), \ldots, L(K), A(K), Y) = I(A = d(V))Q_{L(0)}(L(0))\prod_{k=1}^{K+1} Q_{L(k)}(L(k) | \bar{L}(k-1), \bar{A}(k-1)),$$

with respect to some dominating measure $\mu$. This probability distribution $P_d$ is the $G$-computation formula for the counterfactual $O_d$ representing the probability distribution $O$ would have had, if contrary to the fact, $A$ would have been assigned according to the dynamic intervention $d = (d_{A(0)}, \ldots, d_{A(K)}) \in \mathcal{D}$. Thus,

$$
E_{P_d}Y_d = \int_y yP_d(y)d\mu(y),
$$

where

$$
P_d(y) = \sum_{l(K)} P_d(l(0), d_{A(0)}(v(0)), \ldots, l(K), d_{A(K)}(v(K)), y)
$$

is the marginal density of $Y_d$ under the joint distribution $P_d$ of $O_d$. We are concerned with estimation of the $V$-optimal rule defined as

$$
d_0 = \arg\max_{d \in \mathcal{D}} E_{P_0,d}Y_d.
$$

That is, $d_0$ is the rule that maximizes the mean outcome under rule $d$ over all treatment rules $d \in \mathcal{D}$. We are also concerned with statistical inference for the statistical target parameter $\Psi : \mathcal{M} \to \mathbb{R}$ defined by

$$
\Psi(P_0) = E_{P_0,d_0}Y_{d_0} = \Psi_{d_0}(P_0).
$$

These two estimation problems define the statistical estimation problem addressed in this appendix.
If we assume a structural equation model stating that \( L(0) = f_{L(0)}(U_{L(0)}) \), \( A(k) = f_{A(k)}(\bar{L}(k), \bar{A}(k-1), U_{A(k)}) \), \( L(k+1) = f_{L(k+1)}(\bar{L}(k), \bar{A}(k), U_{L(k+1)}) \), \( k = 0, \ldots, K \), we can define counterfactuals \( Y_d \) defined by the modified system in which the equations for \( A(k) \) are replaced by \( A(k) = d_{A(k)}(V(k)) \), \( k = 0, \ldots, K \). One can now define the causally optimal rule as \( d_0^* \) = arg max\(_{d \in D} E_P Y_d \).

If we assume a sequential randomization assumption stating that \( A(k) \) is independent of \( (U_{L(j)} : j = k + 1, \ldots, K + 1) \), given \( \bar{L}(k), \bar{A}(k-1) \), then we have that \( E_0 Y_d = E_{P_0} Y_d \) defined above, for all rules \( d \), and thereby that the statistical rule \( d_0 \) defined above equals this causally optimal rule \( d_0^* \). In this case, \( E_0 Y_{d_0^*} = \Psi(P_0) \). Similarly, we have such an identifiability result under the Neyman-Rubin causal model (Robins (1987a)).

In the remainder of the article, if for a static or dynamic intervention \( d \), we use notation \( L_d \) (or \( Y_d, O_d \)) we mean the random variable with probability distribution \( P_d \), so that all our quantities are statistical parameters. For example, the quantity \( E_{P_0}(Y_{a(K)} | V_{a(K-1)}(K)) \) defined in the next theorem denotes the conditional expectation of \( Y_{a(K)} \), given \( V_{a(K-1)}(K) \), under the probability distribution \( P_{a(K)} \) (i.e., G-computation formula presented above for the static intervention \( a(K) \)). In addition, if we write down these parameters, we will automatically assume the positivity assumption required for the G-computation formula to be well defined. For that it will suffice to assume

\[
P_0 \left( 0 < \min_{\delta \in \{0, 1\}} g_{0, A(k)}(\delta, 1 | \bar{L}(k), \bar{A}(k-1)) \right) = 1, \ k = 0, \ldots, K. \quad (11)
\]

**B Characterization of V-optimal rule in terms of blip-functions**

The next theorem presents an explicit functional form of the V-optimal individualized treatment rule \( d_0 \) as a function of \( P_0 \). We will use notation \( d_{0, A(l)}^{(k)} \) for \( (d_{0, A(l)} : l = j, \ldots, k) \) and for a process \( X \) we use \( X(k : l) = (X(s) : k \leq s \leq l) \).

**Theorem 13** We assumed \( V(k) \) is a function of \( V(k+1), k = 0, \ldots, K-1 \). The V-optimal rule \( d_0 \) can be represented as the following explicit parameter
of \( P_0 \):

\[
\begin{align*}
\bar{Q}_{K+10}(\bar{a}(K-1), v(K)) &= \\
E_{P_0}(Y_{\bar{a}(K-1), A(K)} = (11) \mid V_{\bar{a}(K-1)}(K) = v(K))
\end{align*}
\]

\[
\begin{align*}
d_{0,A(K)}(\bar{A}(K-1), v(K)) &= (I(\bar{Q}_{K+10}(\bar{A}(K-1), v(K)) > 0), 1) \\
Q_{K0}(\bar{a}(K-2), v(K-1)) &= \\
E_{P_0}(Y_{\bar{a}(K-2), A(K-1)} = (11), d_{0,A(K)}(K-1) = v(K-1))
\end{align*}
\]

Recall that \( a(k) \in \{0, 1\} \times \{1\} \) for all \( k = 0, \ldots, K \). If \( V(k) \) does not include \( V(k-1) \), but, for all \( a(K) \in \{\{0, 1\} \times \{1\} \}^K \),

\[
E(Y_{\bar{a}(K)} \mid V(0), \ldots, V_a(K)) = E(Y_{\bar{a}(K)} \mid V_a(K)),
\]

then the above expression for the \( V \)-optimal rule \( d_0 \) is still true.

The proof is analogue to the proof of Theorem 5.

C Sequential super learning of \( V \)-optimal rule

Estimation of \( d_0 \) requires estimation of \( \bar{Q}_{K+10} \), which then yields an estimator \( d_{n,A(K)} \) of \( d_{0,A(K)} \), and, subsequently, we need to estimate \( \bar{Q}_{K+10}^{d_{n,A(K)}} \) treating \( d_{n,A(K)} \) as given. This process is iterated: given \( d_{n,A(j:K)} \), we estimate \( \bar{Q}_{j,0}^{d_{n,k}} \), \( j = K, \ldots, 1 \). Finally, the estimator of \( \bar{Q}_{1,0}^{d_{n,k}} \) maps into an estimator of \( d_{0,A(0)} \). We refer to such an estimation procedure as a sequential estimation procedure and our estimator of \( d_0 \) will follow this approach.

As a consequence, the estimation problem that needs to be addressed is given by: for a given \( k \in \{1, K+1\} \), the estimation of \( \bar{Q}_{k,0}^{d_{n,1}} \) for a given dynamic rule \( d \), where \( \bar{Q}_{k,0}^{d} \) only depends on \( d \) through \( d_{A(k:K)} \). For that purpose we use the super-learning framework. This relies on the specification of a risk function \( R_{\bar{Q}_{k,0}^{d}}(P_0) \) which uniquely characterizes the true parameter \( \bar{Q}_{k,0}^{d} \) as the minimizer: \( \bar{Q}_{k,0}^{d} = \arg\min_{\bar{Q}_{k,0}^{d}} R_{\bar{Q}_{k,0}^{d}}(P_0) \). In some cases we use a representation \( R_{\bar{Q}_{k,0}^{d}}(P_0) = E_{P_0}L_{Q_{0:90}}(\bar{Q}_{k,0}^{d}) \) for a specified loss function \( L_{Q_{0:90}} \) indexed by
nuisance parameters $Q_0, g_0$. In addition, we need to construct a library of estimators $\hat{Q}_{k,j}$ of $Q_{k,0}^d$, $j = 1, \ldots, J$. This generates a family of candidate estimators $\hat{Q}_{k,\alpha}^d = \sum_j \alpha_j \hat{Q}_{k,j}$ obtained by taking linear combinations of these estimators using a weight-vector $\alpha$, but the user can decide on the kind of parametric family to combine the library of estimators. We now also need a cross-validated estimator $\hat{R}_{Q_d, n}^\alpha$ of $1/B \sum_{b=1}^B R_{Q_{d,n,b}}(P_0)$ in order to select among the candidate estimators $\hat{Q}_{k,\alpha}$. Here $b$ indicates a sample split in a training sample $T_b$ and validation sample $V_b$, $P_{n,b}^1, P_{n,b}^0$ are the empirical distribution functions of the validation and training sample, respectively, and $\hat{Q}_{\alpha,n,b} = \hat{Q}_\alpha(\hat{P}_{n,b})$ is the estimate based on the training sample. We can now define the cross-validation selector

$$\alpha_n = \arg \min_{\alpha} R_{Q_{d,\alpha}, n}.$$

It can be decided to restrict $\alpha$ to be a vector of positive numbers and sum up till 1. The proposed super-learner of $\hat{Q}_{k,\alpha}^d$ is defined as $\hat{Q}_{k,\alpha_n}(P_n)$, or, one could, define it as $\frac{1}{B} \sum_{b=1}^B \hat{Q}_{k,\alpha_n}^d(P_{n,b})$. For example, if the risk function allows the loss-function representation, then we have

$$R_{Q_{d,\alpha}, n} = \frac{1}{B} \sum_{b=1}^B P_{n,b} L_{Q_{n,b}, g_{n,b}}(\hat{Q}_{k,\alpha}(\hat{P}_{n,b})).$$

As we will see in the case that $g_0$ is known it will be possible to select an IPCW-loss function $L_{g_0}(\hat{Q}_k^d)$ that does not depend on unknown nuisance parameters, and this IPCW-loss function is just a weighted squared error or weighted log-likelihood loss so that the cross-validated risk estimator is just a weighted cross-validated sum of squared residuals or weighted cross-validated log-likelihood.

In the following sections we will propose risk functions $R_{Q_{k}(P_0)}$, determine the efficient influence curve of these risk functions, and propose IPCW, DR-IPCW, and (double robust) TMLE of this risk function, and its corresponding cross-validated versions $CV-IPCW$, $CV-DR-IPCW$, and $CV-TMLE$. The CV-IPCW and CV-DR-IPCW estimators are defined as cross-validated empirical means of an IPCW and DR-IPCW loss function, respectively. The CV-IPCW estimators rely on a consistent estimator of $g_0$, which is certainly appropriate for SMART, while the CV-DR-IPCW and CV-TMLE are double robust in the sense that these estimators are consistent if either $g_0$ or a part of $Q_0$ is consistently estimated. The latter two estimators are also asymptotically efficient estimators of the risk if both nuisance parameters are consistently estimated. The CV-DR-IPCW can become an unstable estimator in finite
samples, while the CV-TMLE is a substitution estimator respecting the global constraints of the model, resulting in potentially important improvements in practical performance. In addition, we discuss how to generate a library of candidate estimators, and we will see that IPCW-loss function can be utilized for that purpose, allowing the incorporation of standard software, and we develop TMLE of projections on parametric working models as alternative candidate estimators to be included in the library of estimators.

D Risk function for V-optimal rule

The following theorem presents a squared error risk function of $\bar{Q}_{k,0}^d$.

**Theorem 14** Define

\[
D_1(Q, g)(O_{\bar{a}(k-1)d_{k+1}}) = I(A_2(k) = 1) \frac{2A_1(k) - 1}{g_{A_1(k)}(Q)} \{Y_{\bar{a}(k-1)d_{k+1}}
- E_Q(Y_{\bar{a}(k-1)d_{k+1}} | \tilde{L}(k), \tilde{A}(k - 1) = \bar{a}(k - 1), A(k))
+ E(Y_{\bar{a}(k-1)d_{k+1}} | \tilde{L}(k), A(k - 1) = \bar{a}(k - 1), A(k) = (1, 1))
- E(Y_{\bar{a}(k-1)d_{k+1}} | \tilde{L}(k), A(k - 1) = \bar{a}(k - 1), A(k) = (0, 1)).
\]

We have

\[
E_{P_0}(D_1(Q, g)(O_{\bar{a}(k-1)d_{k+1}} | V_{\bar{a}}(k)) = \bar{Q}_{0,k+1}^d(\bar{a}(k - 1), V_{\bar{a}}(k)),
\]

if either $D_1(Q, g) = D_1(Q_0, g)$ or $D_1(Q, g) = D_1(Q, g_0)$. Define

\[
L_{D_1(Q,g)}^F(\bar{Q}_{k+1}^d) = (D_1(Q, g) - \bar{Q}_{k+1}^d)^2,
\]

and

\[
R_{\bar{Q}_{k+1}^d}(D_1(Q, g), P_0) = \sum_{\bar{a}(k-1)} E_{P_0,\bar{a}(k-1)_{d_{k+1}}} h_{k+1}(\bar{a}(k - 1), V_{\bar{a}}(k)) L_{D_1(Q,g)}^F(\bar{Q}_{k+1}^d)(O_{\bar{a}(k-1)d_{k+1}}).
\]

If either $D_1(Q, g) = D_1(Q_0, g)$ or $D_1(Q, g) = D_1(Q, g_0)$, then

\[
R_{\bar{Q}_{k+1}^d}(D_1(Q, g), P_0) = \sum_{\bar{a}(k-1)} E_{P_0,\bar{a}(k-1)_{d_{k+1}}} h_{k+1}(D_1(Q, g)^2 - 2\bar{Q}_{0,k+1}^d \bar{Q}_{k+1}^d + \bar{Q}_{k+1}^{d2})
+ \sum_{\bar{a}(k-1)} E_{P_0,\bar{a}(k-1)_{d_{k+1}}} h_{k+1}\{\bar{Q}_{0,k+1}^d - \bar{Q}_{k+1}^d\}^2.
\]

Therefore, if either $D_1(Q, g) = D_1(Q_0, g)$ or $D_1(Q, g) = D_1(Q, g_0)$, then

\[
\bar{Q}_{0,k+1}^d = \arg \min_{\bar{Q}_{k+1}^d} R_{\bar{Q}_{k+1}^d}(D_1(Q, g), P_0).
\]
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Define
\[ Z_{a(k-1)\bar{d}_{k+1}} \equiv h_{k+1} \left( D_1(Q, g) - \bar{Q}^d_{k+1} \right)^2 \left( O_{a(k-1)d_{k+1}} \right). \]

Then, this squared error risk can be represented as:
\[ R_{Q^d_{k+1}}(D_1(Q, g), P_0) = \sum_{\bar{a}(k-1)} E_{P_0} Z_{a(k-1)\bar{d}_{k+1}}. \]

The following theorem presents a log-likelihood risk function of \( \bar{Q}^d_{k,0} \).

**Theorem 15** Suppose \( \bar{Q}^d_{k+1,0} \in (a, b) \) for a known \( a < b \). Define \( D_{1,0}^a(Q, g)(Q, g) = (D_1(Q, g) - a)/(b - a) \). If either \( D_1(Q, g) = D_1(Q_0, g) \) or \( D_1(Q, g) = D_1(Q, g_0) \), then
\[ E_{P_0}(D^a_{1,0}(Q, g)(O_{a(k-1)\bar{d}_{k+1}}) | V_{a}(k)) = \bar{Q}^a_{0,0,k+1}, \]
where \( \bar{Q}^a_{0,0,k+1} = (\bar{Q}^d_{0,0,k+1} - a)/(b - a) \) ∈ (0, 1). For notational convenience, in our presentation below \( \bar{Q}^d_{0,0,k+1}, D_1(Q, g) \) are already standardized so that \( \bar{Q}^d_{0,0,k+1} \in (0, 1) \) and \( E_{P_0}(D_1(Q, g)(O_{a(k-1)\bar{d}_{k+1}}) | V_{a}(k)) = \bar{Q}^d_{0,0,k+1} \) if either \( D_1(Q, g) = D_1(Q_0, g) \) or \( D_1(Q, g) = D_1(Q, g_0) \).

Define
\[ -L^{F}_{D_1(Q, g)}(\bar{Q}^d_{k+1}) = D_1(Q, g) \log \bar{Q}^d_{k+1} + (1 - D_1(Q, g)) \log(1 - \bar{Q}^d_{k+1}). \]

Define
\[ R_{\bar{Q}^d_{k+1}}(D_1(Q, g), P_0) = \sum_{\bar{a}(k-1)} E_{P_0,\bar{a}(k-1)\bar{d}_{k+1}} h_{k+1} L^{F}_{D_1(Q, g)}(\bar{Q}^d_{k+1})(O_{a(k-1)\bar{d}_{k+1}}). \]

If either \( D_1(Q, g) = D_1(Q_0, g) \) or \( D_1(Q, g) = D_1(Q, g_0) \), then
\[ R_{\bar{Q}^d_{k+1}}(D_1(Q, g), P_0) = \sum_{\bar{a}(k-1)} E_{P_0,\bar{a}(k-1)\bar{d}_{k+1}} h_{k+1} L^{F}_{\bar{Q}^d_{0,k+1}}(\bar{Q}^d_{k+1})(O_{a(k-1)\bar{d}_{k+1}}). \]

Therefore, if either \( D_1(Q, g) = D_1(Q_0, g) \) or \( D_1(Q, g) = D_1(Q, g_0) \), then
\[ \bar{Q}^d_{0,k+1} = \arg \min_{\bar{Q}^d_{k+1}} R_{\bar{Q}^d_{k+1}}(D_1(Q, g), P_0). \]

Define
\[ Z_{\bar{a}(k-1)\bar{d}_{k+1}} \equiv h_{k+1} L^{F}_{D_1(Q, g)}(\bar{Q}^d_{k+1}). \]

Then, this quasi-log-likelihood risk can be represented as:
\[ R_{\bar{Q}^d_{k+1}}(D_1(Q, g), P_0) = \sum_{\bar{a}(k-1)} E_{P_0} Z_{\bar{a}(k-1)\bar{d}_{k+1}}. \]
E  Sequential regression representation of risk function treating \( D_1 \) as given

If we treat \( D_1 = D_1(Q, g) \) as given, then the risk parameter can be represented as the following statistical parameter of \( P_0 \):

\[
R_{Q_{k+1}^d}(D_1, P_0) = \sum_{\bar{a}(k-1)} E_{P_0} Z_{\bar{a}(k-1)d_{k+1}}.
\]

In other words, \( R_{Q_{k+1}^d}(D_1, P_0) \) is an average over \( \bar{a}(k - 1) \) of the expectation of a counterfactual outcome of \( Z = h_{k+1} L_{D_1}^F (\bar{Q}_{k+1}^d) \) under intervention \((\bar{a}(k - 1) d_{k+1})\). Our proposed estimators of risk are two stage estimators in the sense that we first estimate \( D_1(Q_0, g_0) \) and given this estimator \( D_{1n} \), we estimate \( R_{Q_{k+1}^d}(D_{1n}, P_0) \) with estimators developed for the latter parameter treating \( D_{1n} \) as given. In a later section, we will also define the risk as a parameter \( P_0 \rightarrow R_{Q_{k+1}^d}(D_1(Q(P_0), g(P_0)), P_0) \) and develop estimators directly targeting this parameter (up till a term constant in \( \bar{Q}_{k+1}^d \)). In the sequel we will use the notation \( d_{i,j} \) to indicate the rules \( \{ d_{A(l)} : l = i, \ldots, j \} \) and similarly \( A(k : K) = (A(l) : l = k, \ldots, K) \). We also use the short-hand notation \( d_k = (d_l : l = k, \ldots, K) \). Finally, if we write \( I(\bar{A}(k) = d_{1,k}) \), then that represents short-hand notation for the indicator that \( \bar{A}(k) \) equals the values assigned by the rule \( d \) as function of \( \bar{L}(k) \).

**Theorem 16** Let \( d = d(\bar{a}(k - 1)) = (\bar{a}(k - 1) g_{A(k)} d_{k+1}) \) be this particular intervention on \((A(0), \ldots, A(K))\) which leaves \( A(k) \) random as under \( P \), and note that this intervention is indexed by a choice \( \bar{a}(k - 1) \). Define \( Z = h_{k+1}(\bar{A}(k - 1), V(k)) L_{D_1}^F (\bar{Q}_{k+1}^d)(O) \). Let

\[
\begin{align*}
\bar{Q}_{Z,K+1}^{\bar{a}(k-1)} &= E_P(Z \mid \bar{A}(K - 1), A(K) = d_K, \bar{L}(K)) \\
\bar{Q}_{Z,K}^{\bar{a}(k-1)} &= E_P(\bar{Q}_{Z,k+1}^{\bar{a}(k-1)} \mid \bar{A}(K - 2), A(K - 1) = d_{K-1}, \bar{L}(K - 1)) \\
\bar{Q}_{Z,j}^{\bar{a}(k-1)} &= E_P(\bar{Q}_{Z,j+1}^{\bar{a}(k-1)} \mid \bar{A}(j - 2), A(j - 1) = d_{j-1}, \bar{L}(j - 1)) \\
\bar{Q}_{Z,0}^{\bar{a}(k-1)} &= E_{L(0)} \bar{Q}_{Z,1}^{\bar{a}(k-1)}(L(0)).
\end{align*}
\]

Note that for \( j - 1 = k \),

\[
E_P(\bar{Q}_{Z,k+2}^{\bar{a}(k-1)} \mid \bar{A}(k - 1), A(k) = d_k, \bar{L}(k)) = E_P(\bar{Q}_{Z,k+2}^{\bar{a}(k-1)} \mid \bar{A}(k - 1), A(k), \bar{L}(k)).
\]

We have

\[
R_{Q_{k+1}^d}(D_1, P) = \sum_{\bar{a}(k-1)} \bar{Q}_{Z,j=0}^{\bar{a}(k-1)}.
\]
This follows from the fact that $\hat{Q}_{Z,j}^{\bar{a}(k-1)} = E(Z_d \mid \bar{A}(j - 2), \bar{L}(j - 1))$, and, thus $\hat{Q}_{Z,1}^{\bar{a}(k-1)} = E(Z_d \mid L(0))$, and $\hat{Q}_{Z,0}^{\bar{a}(k-1)} = EPZ_d$.

This provides us with a representation of the risk-parameter $R_{Q_{k+1}}^d(D_1, P) = R_{Q_{k+1}}^d(D_1, \hat{Q}_Z)$ as a function of $P$ through $\hat{Q}_Z(P) = (\hat{Q}_{Z,j}^{\bar{a}(k-1)}) : j = 0, \ldots, K + 1, \bar{a}(k - 1)$). The TMLE will be a plug-in estimator obtained with a targeted estimator $\hat{Q}_{Z,n}^d$ of $\hat{Q}_{Z,0}$.

## F Efficient influence curve of risk function

In order to develop an efficient estimator of $R_{Q_{k+1}}^d(D_1, P_0)$ for a given $D_1$, we need to know the efficient influence function. The following theorem presents this efficient influence function.

**Theorem 17** Let $g^*$ be the intervention mechanism defined by $d = (\bar{a}(k - 1) d_{A(k)} d_{k+1})$. The efficient influence curve of $R_{Q_{k+1}}^d(D_1, P_0)$ is given by $D_{Q_{k+1}}^*(D_1, P_0) = \sum_{j=0}^{K+1} D_{Q_{k+1}}^*(D_1, P_0)$, where

$$
D_{Q_{k+1}}^*(D_1, P_0) = \sum_{\bar{a}(k-1)} \frac{g_{0,k}^*(O)}{g_{0,k}(O)} (Z - \hat{Q}_{Z,K+1}^d)
$$

$$
D_{Q_{k+1}}^*(D_1, P_0) = \sum_{\bar{a}(k-1)} \frac{g_{0,j-1}^*(O)}{g_{0,j-1}(O)} (\hat{Q}_{Z,j+1}^d - \hat{Q}_{Z,j}^d)
$$

$$
D_{Q_{k+1}}^*(D_1, P_0) = \sum_{\bar{a}(k-1)} \{ \hat{Q}_{Z,1}^d - \hat{Q}_{Z,0}^d \}.
$$

Note that for $j - 1 < k$, $g_{0,j-1}^*/g_{0,j-1} = I(\bar{A}(j - 1) = d_{0,j-1})/g_{0,j-1}(O)$, and for $j - 1 \geq k$, $g_{0,j-1}^*/g_{0,j-1} = I(\bar{A}(k - 1) = \bar{a}(k - 1), A(k + 1 : K) = d_{k+1,K})/\prod_{j\neq k,d} g_{A(j)}$.

For $j \geq k$, we have

$$
D_{Q_{k+1}}^*(D_1, P_0) = \frac{g_{0,j-1}^*(O)}{g_{0,j-1}(O)} (\hat{Q}_{Z,j+1}^d - \hat{Q}_{Z,j}^d).
$$

For $j < k$,

$$
D_{Q_{k+1}}^*(D_1, P_0) = \sum_{\bar{a}(j:k-1)} \frac{1}{g_{0,j-1}(O)} (\hat{Q}_{Z,j+1}^d - \hat{Q}_{Z,j}^d).
$$
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G CV-IPCW and CV-DR-IPCW estimators of risk of candidate estimator.

In this section we define an IPCW and DR-IPCW estimator of $R_{\bar{Q}^{d}k+1}(D_1, P_0)$, and, subsequently, we define their cross-validated counterparts for a candidate estimator $\hat{\bar{Q}}^{d}k+1$.

G.1 IPCW-estimator of risk

Recall the representation $R_{\bar{Q}^{d}k+1}(P_0) = \sum_{\bar{a}(k-1)} E_{P_0} Z_{\bar{a}(k-1)d_{k+1}}$, where

$$Z = h_{k+1}(\bar{A}(k-1), V(k))(D_1(Q, g)(O) - \tilde{Q}^{d}_{k+1})^2(\bar{A}(k-1), V(k)).$$

Let $g_{-k} = \prod_{j=0,j\neq k} g_{A(j)}$. An IPCW-estimator is given by:

$$R_{\bar{Q}^{d}k+1,IPCW,n} = \frac{1}{n} \sum_{i=1}^{n} \sum_{\bar{a}(k-1)} \frac{I(\bar{A}_i(k-1) = \bar{a}(k-1), A_i(k+1 : K) = d_{k+1})}{g_{n,-k}(O_i)} Z_i.$$

Notice that this estimator is nothing else than an IPCW-empirical mean of squared errors. One can also use the stabilized IPCW-estimator $R_{\bar{Q}^{d}k+1,SIPCW,n}$ obtained by dividing the above IPCW-estimator $R_{\bar{Q}^{d}k+1,IPCW,n}$ by $\frac{1}{n} \sum_{i=1}^{n} \frac{I(\bar{A}_i(k+1 : K) = d_{k+1})}{g_{n,-k}(O_i)}$.

G.2 IPCW-loss function, and cross-validated IPCW-estimator of risk of candidate estimator

Define

$$L_{IPCW,D_1,g}\bar{Q}^{d}_{k+1})(O) \equiv \frac{I(A(k+1 : K) = d_{k+1})}{g_{-k}(O)} Z(D_1, \bar{Q}^{d}_{k+1}).$$

We refer to this as the IPCW-loss function indexed by nuisance parameters $D_1(Q, g), g$. The above IPCW-estimator can be represented as

$$R_{\bar{Q}^{d}k+1,IPCW,n} = P_n L_{IPCW,D_1,n,g_{n}}(\bar{Q}^{d}_{k+1}).$$

The cross-validated IPCW-estimator for a given estimator $\hat{\bar{Q}}^{d}_{k+1}$ is given by

$$R_{\bar{Q}^{d}k+1,CV-IPCW,n} = \frac{1}{B} \sum_{b=1}^{B} P_{n,b}^{1} L_{IPCW,D_1,n,b,g_{n,b}}(\bar{Q}^{d}_{k+1,n,b}).$$
If \( g_n = g_0 \), then, under very weak regularity conditions, we have that:
\[
\frac{1}{B} \sum_{b=1}^{B} P_0 L_{IPCW,D_{10},g_0} (\hat{Q}_{k+1,n,b}^d) \text{ is asymptotically linear with influence curve } L_{IPCW,D_{10},g_0}(\hat{Q}_{k+1}^d) - P_0 L_{IPCW,D_{10},g_0}(\hat{Q}_{k+1}^d), \text{ where } D_{10} = D_1(Q, g_0), \text{ and thereby converges at } 1/\sqrt{n} \text{-rate to a normal distribution. Note that } \frac{1}{B} \sum_{b=1}^{B} P_0 L_{IPCW,D_{10},g_0} (\hat{Q}_{k+1,n,b}^d) = \frac{1}{B} \sum_{b=1}^{B} R_{Q_{k+1,n,b}^d}(D_1(Q, g_0), P_0), \text{ so that this is indeed the desired result.}
\]

### G.3 DR-IPCW loss-function, and estimator of risk.

Consider the efficient influence curve \( D_{Q_{k+1}}^d(D_1, P_0) \) of \( R_{Q_{k+1}}^d(D_1, P_0) \) defined in Theorem 17, and note that it can be represented as \( L_{D_1,Q_0,g_0} (\hat{Q}_{k+1}^d) - R_{Q_{k+1}}^d(D_1, P_0) \). We refer to \( L_{D_1,Q_0,g_0} (\hat{Q}_{k+1}^d) \) as the DR-IPCW loss function indexed by nuisance parameters \((D_1, Q, g)\). Therefore, an estimating equation based estimator based on solving the efficient influence curve estimating equation in the target parameter is given by:
\[
R_{Q_{k+1}}^d(DR-IPCW,n) = P_n L_{D_{1n},Q_{n,b}^d,g_0}(\hat{Q}_{k+1}^d).
\]

### G.4 CV-DR-IPCW estimator of risk

The CV-DR-IPCW for a given estimator \( \hat{Q}_{k+1}^d \) is defined as:
\[
R_{\hat{Q}_{k+1}^d,CV-EE,n} = \frac{1}{B} \sum_{b=1}^{B} P_{n,b} L_{D_{1n,b},Q_{n,b}^d,g_0}(\hat{Q}_{k+1,n,b}^d).
\]

### H CV-TMLE of risk of candidate estimator.

#### H.1 TMLE of risk.

Define the intervention \( d = d(\tilde{a}(k - 1)) = (\tilde{a}(k - 1), g_A(k), d_{k+1}) \) and let \( g^* = g^*(\tilde{a}(k - 1)) \) be the corresponding stochastic intervention on \( \tilde{A}(K) \). Suppose that \( Z \) is standardized so that \( E(Z \mid \tilde{L}(K), \tilde{A}(K)) \in (0, 1) \). Let \( Z = Z_n \) be an estimator obtained by plugging in an estimator \( D_{1n} \) of \( D_1(Q_0, g_0) \). Let \( \tilde{Q}_{Z,K+2}^d = Z \). Firstly, fit a logistic regression of \( \tilde{Q}_{Z,K+2}^d \) on \( \tilde{A}(K) \) and \( \tilde{L}(K) \), and set \( \tilde{A}(K) = d_K \). This is an initial estimator \( \tilde{Q}_{Z,K+1,n}^d \) of \( \tilde{Q}_{Z,K+1}^d = E(Z \mid \tilde{A}(K - 1), \tilde{L}(K)) \). Let \( \text{Logit} \tilde{Q}_{Z,K+1,n}^d(\epsilon) = \text{Logit} \tilde{Q}_{Z,K+1,n}^d + \epsilon C_{K+1}(g_n) \), where
\[
C_{K+1}(g) = \frac{g_{k,K}(O) - g_{0,K}(O)}{g_{0,K}(O)}.
\]
Let

\[ \epsilon_n = \arg \min_{\epsilon} P_n L(\tilde{Q}_Z^{d+1,n}(\epsilon)), \]

where

\[ -L(\tilde{Q}_Z^{d+1}) = I(A(K) = d_K) \{ \tilde{Q}_Z^{d+1} + (1 - \tilde{Q}_Z^{d+1}) \log(1 - \tilde{Q}_Z^{d+1}) \}. \]

The update \( \tilde{Q}_Z^{d+1,n} = \tilde{Q}_Z^{d+1,n}(\epsilon_n) \) is the targeted estimator of \( \tilde{Q}_Z^{d+1} \).

For \( j = K, \ldots, k+1 \), fit a logistic regression of \( \tilde{Q}_{Z,j+1,n}^{d} \) on \( \tilde{A}(j-1), \tilde{L}(j-1) \) and set \( \tilde{A}(j-1) = d_{j-1} \). This yields an initial estimator \( \tilde{Q}_{Z,j,n}^{d} \) of \( \tilde{Q}_{Z,j}^{d} = E(Z_d \mid \tilde{A}(j-2), \tilde{L}(j-1)) \). Let \( \text{Logit} \tilde{Q}_{Z,j,n}^{d}(\epsilon) = \text{Logit} \tilde{Q}_{Z,j,n}^{d} + \epsilon C_j(g_n) \), where

\[ C_j(g) = \frac{g_{k,j-1}^*}{g_{0,j-1}^{k-1}(O)}. \]

Let

\[ \epsilon_n = \arg \min_{\epsilon} P_n L(\tilde{Q}_{Z,j,n}^{d} + \epsilon C_j(g_n)), \]

where

\[ -L(\tilde{Q}_{Z,j,n}^{d} + \epsilon C_j(g_n)) = I(A(j-1) = d_{j-1}) \{ \tilde{Q}_{Z,j,n}^{d} + (1 - \tilde{Q}_{Z,j,n}^{d}) \log(1 - \tilde{Q}_{Z,j,n}^{d}) \}. \]

Define \( \tilde{Q}_{Z,j,n}^{a(k-1)d} = \tilde{Q}_{Z,j,n}(\epsilon_n) \). This results in a targeted estimator \( \tilde{Q}_{Z,k+1,n}^{a(k-1)d} \) of \( E(Z_d \mid \tilde{A}(k-1), \tilde{L}(k)) \). Regress \( \tilde{Q}_{Z,k+1,n}^{a(k-1)d} \) on \( \tilde{A}(k-1), \tilde{L}(k-1) \) and set \( \tilde{A}(k-1) = a(k-1) \). This results in an initial estimator \( \tilde{Q}_{Z,k,n}^{a(k-1)d} \) of \( \tilde{Q}_{Z,k}^{a(k-1)d} = E(Z_d \mid \tilde{A}(k-2), \tilde{L}(k-1)) \) for each \( a(k-1) \in \{0, 1\} \). For each \( a(k-1) \in \{0, 1\} \), let \( \text{Logit} \tilde{Q}_{Z,k,n}^{a(k-1)d}(\epsilon) = \text{Logit} \tilde{Q}_{Z,k,n}^{a(k-1)d} + \epsilon C_k^{a(k-1)}(g_n) \), where

\[ C_k^{a(k-1)}(g) = \frac{1}{g_{0,k-1}^{a(k-1)}}. \]

Let

\[ \epsilon_n = \arg \min_{\epsilon} \sum_{a(k-1)} P_n L(\tilde{Q}_{Z,k+1,n}^{a(k-1)d} + \epsilon C_k^{a(k-1)}(g_n)), \]

where

\[ -L(\tilde{Q}_{Z,k+1,n}^{a(k-1)d} + \epsilon C_k^{a(k-1)}(g_n)) = I(A(k-1) = a(k-1)) \{ \tilde{Q}_{Z,k+1,n}^{a(k-1)d} + (1 - \tilde{Q}_{Z,k+1,n}^{a(k-1)d}) \log(1 - \tilde{Q}_{Z,k+1,n}^{a(k-1)d}) \}. \]

This defines \( \tilde{Q}_{Z,k+1,n}^{a(k-1)d} = \tilde{Q}_{Z,k+1,n}^{a(k-1)d}(\epsilon_n) \) for each \( a(k-1) \in \{0, 1\} \).
Let $j = k - 1$. Given the collection of targeted estimators $Q_{Z,j+1,n}^{a(j:k-1)d}$ for each $a(j : k - 1) \in \{0, 1\}^{k-j}$, we fit a logistic regression of $Q_{Z,j+1,n}^{a(j:k-1)d}$ onto $\bar{A}(j-1), \bar{L}(j-1)$ and set $A(j-1) = a(j - 1)$ for each $a(j - 1) \in \{0, 1\}$. This yields an initial estimator $\bar{Q}_{Z,j,n}^{a(j-1:k-1)d}$ of $Q_{Z,j,n}^{a(j-1:k-1)d} = E(Z_{a(j-1:k-1)d} | \bar{A}(j-2), \bar{L}(j-1))$ for each $a(j - 1 : k - 1)$. Given $a(j : k - 1)$, for each $a(j - 1) \in \{0, 1\}$, let $\text{Logit} Q_{Z,j,n}^{a(j-1:k-1)d}(\epsilon) = \text{Logit} \bar{Q}_{Z,j,n}^{a(j-1:k-1)d} + \epsilon C_j^{a(j-1:k-1)}(g_n)$, where

$$C_j^{a(j-1:k-1)}(g) = \frac{1}{g_{0:j-1}(O)}.$$  

Let

$$\epsilon_n = \arg \min_{\epsilon} \sum_{a(j-1:k-1)} P_n L_{Q_{Z,j+1,n}^{a(j-1:k-1)d}}(Q_{Z,j,n}^{a(j-1:k-1)d}(\epsilon)),$$

where

$$-L_{Q_{Z,j+1,n}^{a(j-1:k-1)d}}(Q_{Z,j,n}^{a(j-1:k-1)d}) = I(A(j-1) = a(j - 1))$$

$$\{Q_{Z,j+1,n}^{a(j-1:k-1)d} \log Q_{Z,j,n}^{a(j-1:k-1)d} + (1 - Q_{Z,j+1,n}^{a(j-1:k-1)d}) \log(1 - Q_{Z,j,n}^{a(j-1:k-1)d})\}$$

This defines $\bar{Q}_{Z,j,n}^{a(j-1:k-1)d} = Q_{Z,j,n}^{a(j-1:k-1)d}(\epsilon_n)$ for each $a(j - 1 : k - 1) \in \{0, 1\}^{k-j+1}$.

This process is iterated from $j = k - 1$ to $j = 1$, giving us $\bar{Q}_{Z,1,n}^{a(0:k-1)d}$ for each $a(0 : k - 1)$.

Finally, $\bar{Q}_{Z,0,n}^{a(0:k-1)d} = \frac{1}{n} \sum_{i=1}^{n} \bar{Q}_{Z,1,n}^{a(0:k-1)d}(L_i(0))$, for each $a(0 : k - 1)$.

Our final TMLE of $R_{Q_{d}^d}(P_0)$ is given by $\sum_{a(k-1)} \bar{Q}_{Z,0,n}^{a(k-1)d}$.

By construction, this TMLE solves the efficient influence curve equation $P_n D_{Q_{d}^d}^*(D_{1n}, Q_{Z,n}^d, g_n) = 0$, for the risk-parameter $Q = R_{Q_{d}^d}(D_1, Q_Z)$. Where $Q_Z = (\bar{Q}_{Z,j}^{a(d(k-1))} : j = 0, \ldots, K + 1, a(k-1))$.

### H.2 CV-TMLE of Risk

Split the sample, and let $Q_{n,b}$ denote the estimator of $Q$ based on the $b$-th training sample, $b = 1, \ldots, B$, and let $P_{n,b}^0, P_{n,b}^1$ denote the empirical distributions of the $b$-th validation and training sample, respectively. The following describes the CV-TMLE of $\sum_b R_{Q_{d}^d}(P_{n,b}^0)$. Define the outcome $Z$ with the nuisance parameters fitted on the training sample:

$$Z_{n,b} = \bar{h}(\bar{A}(k-1), V(k))(D_1(Q_{n,b}, g_n) - \bar{Q}_{k+1,n,b}^d(\bar{A}(k-1), V(k)))^2(\bar{A}(k-1), V(k)).$$
Firstly, based on \( P^0_{n,b} \), fit a logistic regression of \( \bar{Q}_{Z,K+2}^d \) on \( \bar{A}(K) \) and \( \bar{L}(K) \), and set \( \bar{A}(K) = d_K \). This is an initial estimator \( \bar{Q}_{Z,K+1,n,b}^d \) of \( \bar{Q}_{Z,K+1}^d = E(Z_d \mid \bar{A}(K-1), \bar{L}(K)) \). Let \( \text{Logit} \bar{Q}_{Z,K+1,n,b}^d(\epsilon) = \text{Logit}\bar{Q}_{Z,K+1,n,b}^d + \epsilon C_{K+1}(g_{n,b}) \), where

\[
C_{K+1}(g) = \frac{g_{k,K}(O)}{g_{0,K}(O)}.
\]

Let

\[
\epsilon_n = \text{arg min}_{\epsilon} \sum_{b=1}^{B} P^1_{n,b} L(\bar{Q}_{Z,K+1,n,b}^d(\epsilon)),
\]

where

\[
-L(\bar{Q}_{Z,K+1,n,b}^d) = I(\bar{A}(K) = d_K) \left\{ \bar{Q}_{Z,K+2,n,b}^d \log \bar{Q}_{Z,K+1,n,b}^d + (1 - \bar{Q}_{Z,K+2,n,b}^d) \log(1 - \bar{Q}_{Z,K+1,n,b}^d) \right\}.
\]

The update \( \bar{Q}_{Z,K+1,n,b}^* = \bar{Q}_{Z,K+1,n,b}(\epsilon_n) \) is the targeted estimator of \( \bar{Q}_{Z,K+1}^d \) for each \( b = 1, \ldots, B \).

For \( j = K, \ldots, k+1 \), based on \( P^0_{n,b} \), fit a logistic regression of \( \bar{Q}_{Z,j+1,n,b}^{d*} \) on \( \bar{A}(j-1), \bar{L}(j-1) \) and set \( \bar{A}(j-1) = d_{j-1} \). This yields an initial estimator \( \bar{Q}_{Z,j,n,b}^d \) of \( \bar{Q}_{Z,j}^d = E(Z_d \mid \bar{A}(j-2), \bar{L}(j-1)) \). Let \( \text{Logit} \bar{Q}_{Z,j,n,b}^d(\epsilon) = \text{Logit}\bar{Q}_{Z,j,n,b}^d + \epsilon C_j(g_{n,b}) \), where

\[
C_j(g) = \frac{g_{k,j-1}}{g_{0,j-1}(O)}.
\]

Let

\[
\epsilon_n = \text{arg min}_{\epsilon} \sum_{b} P^1_{n,b} L(\bar{Q}_{Z,j+1,n,b}^{d*}(\epsilon)),
\]

where

\[
-L(\bar{Q}_{Z,j+1,n,b}^{d*}) = I(\bar{A}(j-1) = d_{j-1}) \left\{ \bar{Q}_{Z,j+1,n,b}^{d*} \log \bar{Q}_{Z,j,n,b}^d + (1 - \bar{Q}_{Z,j+1,n,b}^{d*}) \log(1 - \bar{Q}_{Z,j,n,b}^d) \right\}.
\]

Define \( \bar{Q}_{Z,j,n,b}^* = \bar{Q}_{Z,j,n,b}(\epsilon_n) \). This results in a targeted estimator \( \bar{Q}_{Z,k+1,n,b}^{d*} \) of \( E(Z_d \mid \bar{A}(k-1), \bar{L}(k)) \). Regress \( \bar{Q}_{Z,k+1,n,b}^{d*} \) on \( \bar{A}(k-1), \bar{L}(k-1) \) and set \( \bar{A}(k-1) = a(k-1) \) based on \( P^0_{n,b} \). This results in an initial estimator \( \bar{Q}_{Z,k,n,b}^{a(k-1)d} \) of \( \bar{Q}_{Z,k}^{a(k-1)d} = E(Z_{a(k-1)d+1} \mid \bar{A}(k-2), \bar{L}(k-1)) \) for each \( a(k-1) \in \{0, 1\} \) and \( b \). For each \( a(k-1) \in \{0, 1\} \) and split \( b \), let \( \text{Logit} \bar{Q}_{Z,k,n,b}^{a(k-1)d}(\epsilon) = \text{Logit}\bar{Q}_{Z,k,n,b}^{a(k-1)d} + \epsilon C_k^{a(k-1)}(g_{n,b}) \), where

\[
C_k^{a(k-1)}(g) = \frac{1}{g_{0,k-1}(O)}.
\]
Let 
\[ \epsilon_n = \arg\min_{\epsilon} \sum_{a} \sum_{b} P_{n,b}^1 \log Q_{Z,k+1,n,b}^\epsilon(\hat{Q}_{Z,k,n,b}^{a(k-1)d}(\epsilon)), \]
where 
\[ -L_{\hat{Q}_{Z,k+1,n,b}^d}(\hat{Q}_{Z,k,n,b}^{a(k-1)d}) = I(A(k-1) = a(k-1)) \]
\[ \left\{ \hat{Q}_{Z,k+1,n,b}^d \log \hat{Q}_{Z,k,n,b}^{a(k-1)d} + (1 - \hat{Q}_{Z,k+1,n,b}^d) \log(1 - \hat{Q}_{Z,k,n,b}^{a(k-1)d}) \right\}. \]

This defines \( \hat{Q}_{Z,k,n,b}^{a(k-1)d} = Q_{Z,k,n,b}^{a(k-1)d}(\epsilon_n) \) for each \( a(k-1) \in \{0, 1\} \) and \( b \).

Let \( j = k - 1 \). Given the collection of targeted estimators \( \hat{Q}_{Z,j+1,n}^{a(j:k-1)d} \) for each \( a(j : k-1) \in \{0, 1\}^{k-j} \) and sample split \( b \), based on \( P_{n,b}^0 \), we fit a logistic regression of \( \hat{Q}_{Z,j+1,n,b}^{a(j:k-1)d} \) onto \( \tilde{A}(j-1), \tilde{L}(j-1) \) and set \( A(j-1) = a(j-1) \) for each \( a(j-1) \in \{0, 1\} \). This yields an initial estimator \( \tilde{Q}_{Z,j,n,b}^{a(j-1:k-1)d} \) of 
\[ \tilde{Q}_{Z,j}^{a(j-1:k-1)d} = E(Z_{a(j-1:k-1)d_{k+1}} \mid \tilde{A}(j-2), \tilde{L}(j-1)) \] for each \( a(j-1 : k-1) \).

Given \( a(j : k-1) \), for each \( a(j-1) \in \{0, 1\} \), let \( \logit \tilde{Q}_{Z,j,n,b}^{a(j-1:k-1)d}(\epsilon) = \logit \tilde{Q}_{Z,j,n,b}^{a(j-1:k-1)d} + \epsilon C_{j}^{a(j-1:k-1)}(g_{n,b}) \), where
\[ C_{j}^{a(j-1:k-1)}(g) = \frac{1}{g_{0,j-1}(O)}. \]

Let 
\[ \epsilon_n = \arg\min_{\epsilon} \sum_{a} \sum_{b} P_{n,b}^1 \log \hat{Q}_{Z,j+1,n,b}^{a(j-1:k-1)d}(\hat{Q}_{Z,j,n,b}^{a(j-1:k-1)d}(\epsilon)), \]
where 
\[ -L_{\hat{Q}_{Z,j+1,n,b}^d}(\hat{Q}_{Z,j,n,b}^{a(j-1:k-1)d}) = I(A(j-1) = a(j-1)) \]
\[ \left\{ \hat{Q}_{Z,j+1,n,b}^d \log \hat{Q}_{Z,j,n,b}^{a(j-1:k-1)d} + (1 - \hat{Q}_{Z,j+1,n,b}^d) \log(1 - \hat{Q}_{Z,j,n,b}^{a(j-1:k-1)d}) \right\}. \]

This defines \( \tilde{Q}_{Z,j,n,b}^{a(j-1:k-1)d} = \tilde{Q}_{Z,j,n,b}^{a(j-1:k-1)d}(\epsilon_n) \) for each \( a(j-1 : k-1) \in \{0, 1\}^{k-j+1} \) and \( b \).

This process is iterated from \( j = k - 1 \) to \( j = 1 \), giving us \( \hat{Q}_{Z,0,n,b}^{a(0:k-1)d} \) for each \( a(0 : k-1) \) and \( b \). Finally, \( \hat{Q}_{Z,0,n,b}^{a(0:k-1)d} = \frac{1}{n} \sum_{i=1}^{n} \hat{Q}_{Z,1,n,b}^{a(0:k-1)d}(L_i(0)) \), for each \( a(0 : k-1) \) and \( b \). Our final CV-TMLE of \( \frac{1}{b} \sum_{b} \sum_{a(k-1)} \hat{Q}_{0,n,b}^{a(k-1)d} \) is given by \( \frac{1}{b} \sum_{b} \sum_{a(k-1)} \hat{Q}_{0,n,b}^{a(k-1)d} \).
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Consider a parametric working model $m_\beta$ for $\bar{Q}_{d+1}^k$. We could fit this working model by minimizing the empirical risk of the IPCW-loss function:

$$
\beta_n = \arg \min_{\beta} P_n L_{IPCW,D_n,g_n}(m_\beta)
$$

$$
= \arg \min_{\beta} \frac{1}{n} \sum_{i=1}^{n} \frac{I(A_i(k+1 : K) = d_{k+1})}{g_{n-k}(O_i)} h_{k+1} \{ D_1(Q_n,g_n) - Q_{d+1}^k \} (O_i)^2.
$$

This can be fitted with standard software since it is just a regression of the outcome $D_1(Q_n,g_n)(O_i)$ on $\bar{A}_i(k-1), V_i(k)$ with weights $w_i \equiv I(A_i(k+1 : K) = d_{k+1})/g_{n-k}(O_i)h_{k+1}(A_i(k-1),V_i(k))$, $i = 1, \ldots, n$. Similarly, if we use the quasi-log-likelihood loss $L^F$ in the definition of $Z = h_{k+1}L^F_{D_1(Q,g)}(Q_{d+1}^k)$, it follows that the working model $m_\beta$ can be fitted with weighted logistic regression. Thus for each candidate parametric working model, this generates a candidate estimator of $Q_{d+1}^k$. These candidate estimators are aiming to estimate $m_{\beta_0}$ defined as the minimizer of the true squared error risk $R_{m_{\beta}}(D_{10},P_0)$ between $m_\beta$ and $Q_{d+1}^k$. The consistency of these candidate estimators as an estimator of this $m_{\beta_0}$ relies on consistency of $g_n$.

One could also minimize the DR-IPCW empirical risk or the TMLE of the risk of $m_\beta$. In this case, the consistency of the candidate estimators as estimators of $m_{\beta_0}$ relies on the consistency of either $g_n$ or $Q_n$, but implementation may require some programming. However, if $m_\beta$ is linear, then the minimizer $\beta_0$ will still exist in closed form, and, even when $m_\beta$ is not linear, if one utilizes typical iterative algorithms, then one will only need to use the estimate of the $\beta$-specific risk at limited number of candidate values. The advantage of using the TMLE estimator of the risk of $m_\beta$ instead of the IPCW or DR-IPCW estimator of risk is that it results in a more robust and efficient estimator of the desired $m_{\beta_0}$ defined as the minimizer of the true risk. In the next subsection, we develop an actual TMLE of $\beta_0$, and also contrast it to using a TMLE for the $\beta$-specific risk and then minimizing this risk.

In addition, consider any machine learning algorithm for fitting a regression (i.e., conditional mean) of an outcome (i.e., $D_{1n}$) on covariates (i.e., $\bar{A}_i(k+1 : K), V_i(k)$). By simply assigning this algorithm weights $w_i$, it results in a candidate estimator of $Q_{d+1}^k$ based on the IPCW-loss function. In this manner, we can generate a library of candidate estimators of $Q_{d+1}^k$ ranging from estimators based on a large variety of parametric working models and highly data adaptive estimators. They form the library of candidate estimators in the super-learning algorithm for fitting $Q_{d+1}^k$. 
I.1 TMLE of blip-function projected on a working model

Consider a working model \( \{m_\beta : \beta\} \) for \( Q_{0,k+1}^d = E_{P_0}(Y_{\tilde{a}(k-1)(1-0)\tilde{d}_{k+1}} | \tilde{a}(k)) \).

Define
\[
\beta_0 = \arg\min_{\beta} \sum_{\tilde{a}(k-1)} E_{P_0} h_{k+1}(\tilde{a}(k-1), V_{\tilde{a}}(k))(Q_{0,k+1}^d - m_\beta(\tilde{a}(k-1), V_{\tilde{a}}(k)))^2.
\]

In this subsection, we will develop a TMLE of \( \beta_0 \). The parameter can be represented as follows:
\[
\beta_0 = \arg\min_{\beta} \sum_{\tilde{a}(k-1)} E_{P_0} h_{k+1}(\tilde{a}(k-1), V_{\tilde{a}}(k)) \{Y_{\tilde{a}(k-1)(1-0)\tilde{d}_{k+1}} - Y_{\tilde{a}(k-1)0\tilde{d}_{k+1}} - m_\beta(\tilde{a}(k-1), V_{\tilde{a}}(k))\}^2.
\]

Let’s assume that \( m_\beta = \sum_{j=0}^p \beta_j e_j \) for a set of basis functions \( e_j \). Let \( h = (e_j : j = 0, \ldots, p) \top \) and let \( h^*_{k+1} = hh_{k+1} \). The parameter \( \beta_0 \) is defined by the following equation:
\[
0 = \sum_{\tilde{a}(k-1)} E_{P_0} h^*_{k+1}(Y_{\tilde{a}(k-1)(1-0)\tilde{d}_{k+1}} - m_{\beta_0}(\tilde{a}(k-1), V_{\tilde{a}}(k)).
\]

Equivalently, it is defined as the solution
\[
\sum_{\tilde{a}(k-1)} E_{P_0} h^*_{k+1} m_{\beta_0}(\tilde{a}(k-1), V_{\tilde{a}}(k)) = \sum_{\tilde{a}(k-1)} E_{P_0} h^*_{k+1}(\tilde{a}(k-1), V_{\tilde{a}}(k)) Y_{\tilde{a}(k-1)(1-0)\tilde{d}_{k+1}}.
\]

Given our linear model for \( m_\beta \), the latter equation can be solved explicitly:
\[
\beta_0 = C(P_0)^{-1}\Phi(P_0),
\]
where
\[
\Phi(P_0) = \sum_{\tilde{a}(k-1)} E_{P_0} h^*_{k+1}(\tilde{a}(k-1), V_{\tilde{a}}(k)) Y_{\tilde{a}(k-1)(1-0)\tilde{d}_{k+1}},
\]
and
\[
C(P_0) = \sum_{\tilde{a}(k-1)} E_{P_0} h^*_{k+1} h^{\top}(\tilde{a}(k-1), V_{\tilde{a}}(k)) = \sum_{\tilde{a}(k-1)} E_{P_0} h_{k+1} hh^{\top}(\tilde{a}(k-1), V_{\tilde{a}}(k)).
\]

Note that \( C(P_0) \) is a \( (p + 1) \times (p + 1) \)-matrix. This presents \( \beta_0 \) as a parameter of \( \{P_{\tilde{a}(k)\tilde{d}_{k+1}} : \tilde{a}(k)\} \). Let \( D^*_\phi(P_0) \) be the efficient influence curve of \( \Phi(P_0) \) and note that
\[
\Phi(P_0) = \sum_{\tilde{a}(k-1)} E_{P_0} Z_{\tilde{a}(k-1)(1-0)\tilde{d}_{k+1}}.
\]
where $Z = h_{k+1}^*Y$.

One component of the efficient influence curve of $\beta_0$ is given by $C(P_0)^{-1}D^*_\beta(P_0)$. Let $D^*_C(P_0)$ be the $(p + 1) \times (p + 1)$ efficient influence curve of $C(P_0)$, which is nothing else than the matrix whose $(i,j)$-th element is the efficient influence curve $D^*_{C,i,j}(P_0)$ of $\sum_{a(k-1)}^e E_{P_0} h_{k+1} e_i e_j (\bar{a}(k-1), V_a(k))$. The efficient influence curve of the matrix-valued parameter $C(P)^{-1}$ is given by $-C(P_0)^{-1}D^*_C(P_0)C(P_0)^{-1}$. This shows that the efficient influence curve of the parameter $\beta = C(P)^{-1}\Phi(P)$ at $P = P_0$ is given by:

$$D^*_\beta(P_0) = C(P_0)^{-1}D^*_\delta(P_0) - C(P_0)^{-1}D^*_C(P_0)C(P_0)^{-1}\Phi(P_0).$$

This proves the following theorem.

**Theorem 18** Let $d_1 = d_1(\bar{a}(k-1)) = (\bar{a}(k-1)1_{d_{k+1}})$ and $d_0 = d_0(\bar{a}(k-1)) = (\bar{a}(k-1)0_{d_{k+1}})$. Let $Z = h_{k+1}^*Y ((p + 1)-vector)$ and $Z = h_{k+1}\phi^T ((p + 1)\times (p + 1)-matrix)$. Define $Q^d_{Z,j} = E_{P_0}(Z_d \mid \bar{A}(j-2), \bar{L}(j-1))$, $j = K + 1, \ldots, 0$, and $\bar{Q}^d_{Z,j} = E_{P_0}(Z_{0j} \mid \bar{A}(j-2), \bar{L}(j-1))$, $j = k, \ldots, 0$. The $(p + 1)$-dimensional efficient influence curve of $\beta_0 = C(P_0)^{-1}\Phi(P_0)$ is given by

$$D^*_\beta(P_0) = C(P_0)^{-1}D^*_\delta(P_0) - C(P_0)^{-1}D^*_C(P_0)C(P_0)^{-1}\Phi(P_0),$$

where the $(p + 1)$-dimensional $D^*_\phi(P_0)$ and the $(p + 1) \times (p + 1)$ matrix $D^*_C(P_0)$ are defined as follows: for $\delta \in \{0, 1\}$

$$D^*_{\phi,K+1,\delta}(P_0) = \sum_{\bar{a}(k-1)} \frac{I(\bar{A}(K) = \bar{a}(k-1))}{g_{0,k}(O)}(Z - \bar{Q}^d_{Z,K+1}),$$

$$D^*_{\phi,j,\delta}(P_0) = \sum_{\bar{a}(k-1)} \frac{I(\bar{A}(j-1) = \bar{a}(k-1))}{g_{0,j-1}(O)}(\bar{Q}^d_{Z,j+1} - \bar{Q}^d_{Z,j}),$$

$$j = K + 1, \ldots, 1$$

and

$$D^*_{\phi,0,\delta}(P_0) = \sum_{\bar{a}(k-1)} \{\bar{Q}^d_{Z,1} - \bar{Q}^d_{Z,0}\},$$

for $j = k, \ldots, 1$

$$D^*_{C,k}(P_0) = \sum_{\bar{a}(k-1)} \frac{I(\bar{A}(k-1) = \bar{a}(k-1))}{g_{0,k-1}(O)}(Z - \bar{Q}_{Z,k}),$$

$$D^*_{C,j}(P_0) = \sum_{\bar{a}(k-1)} \frac{I(\bar{A}(j-1) = \bar{a}(j-1))}{g_{0,j-1}(O)}(\bar{Q}_{Z,j+1} - \bar{Q}_{Z,j}),$$

for $j = k, \ldots, 1$

$$D^*_{C,0}(P_0) = \sum_{\bar{a}(k-1)} \{\bar{Q}_{Z,1} - \bar{Q}_{Z,0}\},$$
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For \( j \geq k + 1 \), we have
\[
D^\ast_{\phi,j,\delta}(P_0) = I(\bar{A}(k + 1 : j - 1) = d_\delta(\bar{a}(k - 1))) \frac{(\bar{Q}^{d_\delta}_{Z,j+1} - \bar{Q}^{d_\delta}_{Z,j})}{g_{0:j-1}(O)}.
\]

For \( j < k + 1 \), we have
\[
D^\ast_{\phi,j,\delta}(P_0) = \sum_{a(j : k - 1)} \frac{1}{g_{0:j-1}(O)}(\bar{Q}^{d_\delta}_{Z,j+1} - \bar{Q}^{d_\delta}_{Z,j}).
\]

Above we already presented a TMLE for \( C_{ij}(P_0) = \sum_{\bar{a}(k - 1)} E_{P_0} Z(\beta) \bar{a}(k - 1) \) and \( \Phi_{a(k)}(P_0) = \sum_{\bar{a}(k - 1)} E_{P_0} Z_{\bar{a}(k-1)a(k)d_{k+1}} \) and thus \( \Phi(P_0) = \Phi_1(P_0) - \Phi_0(P_0) \). Let \( C^\ast_n \) and \( \phi^\ast_n \) be these two TMLEs. In a later Section K we also present the TMLE directly targeting \( \Phi(P_0) \) instead of plugging in separate TMLEs of \( \Phi_{a(k)}(P_0) \) for each \( a(k) \in \{0, 1\} \). We propose to estimate \( \beta \) with the plug-in TMLE:
\[
\beta^\ast_n = \{C^\ast_n\}^{-1}\phi^\ast_n.
\]

The TMLEs \( C^\ast_n \) and \( \phi^\ast_n \) are constructed so that the efficient influence curve equations \( P_n D^\ast_C(Q^\ast_n, g_n) = 0 \) and \( P_n D^\ast_\phi(Q^\ast_n, g_n) = 0 \), and, as a consequence, the efficient influence curve \( P_n D_\beta(Q^\ast_n, g_n) = 0 \) is solved as well. This TMLE is not really a substitution estimator since we used separate TMLE for the component \( C(P_0) \) and \( \Phi(P_0) \) and also separate TMLE for each \( C_{ij}(P_0) \), but each of these components is estimated with a double robust efficient substitution estimator.

### I.2 Estimation of working model by minimizing TMLE of risk

Recall that
\[
\beta_0 = \arg \min_{\beta} \sum_{\bar{a}(k)} E_{P_0} Z(\beta) \bar{a}(k) d_{k+1},
\]
where
\[
Z(\beta) \equiv h_{k+1}\{Y - m_\beta\}^2.
\]

For a given \( \beta \), let \( R^\ast_n(\beta) \) be a TMLE, as presented above, of \( R_0(\beta) = \sum_{\bar{a}(k)} E_{P_0} Z(\beta) \bar{a}(k) d_{k+1} \).

One can now define \( \beta^\ast_n = \arg \min_\beta R^\ast_n(\beta) \). Even though this might seem to be a very computer intensive method, typical iterative algorithms for minimizing \( R^\ast_n(\beta) \) will only require knowing the function at the current value and past-values (so that one has a sense of slope). Therefore, one would compute the values \( R^\ast_n(\beta) \) on the fly, thereby minimizing the number of times one needs
to compute the $\beta$-specific TMLE. The advantage of this approach seems to be that it allows us to use a single TMLE targeting $R_0(\beta)$, while the above method relies on separate TMLEs for the normalizing matrix and $\Phi(P_0)$.

### J Oracle results

Let’s consider a randomized controlled trial so that $g_0$ is known (assuming no censoring). In that case, we can use the known IPCW-loss-function $L_{IPCW,g_0}(\bar{Q}_{d,k+1})$ obtained by setting $D_1(g_0) = (2A(k) - 1)/g_0 A(k) Y$. The loss-based dissimilarity of this loss-function is given by

$$P_0\{L_{IPCW,g_0}(\bar{Q}_{d,k+1}) - L_{IPCW,g_0}(\bar{Q}_{0,k+1})\} = \sum_{\bar{a}(k-1)} P_0 \bar{a}(k-1) h_{k+1}(\bar{Q}_{d,k+1}^0 - \bar{Q}_{0,k+1}^0)^2(O_{\bar{a}(k-1)})$$

for the squared error loss, and similarly for the log-likelihood version. Consider the super-learner based on this loss function. Due to the oracle inequality for the cross-validation selector $\alpha_n$, if none of the candidate estimators $\hat{\bar{Q}}_{k+1,\alpha}^d$ converges at the parametric rate $1/\sqrt{n}$ to $\bar{Q}_{0,k+1}^d$, then we have that $\hat{\bar{Q}}_{k+1,\alpha_n}^d(P_n)$ is asymptotically equivalent (i.e., ratio of loss-based dissimilarities with $\bar{Q}_0$ converges to 1) with the oracle selected estimator $\hat{\bar{Q}}_{\tilde{\alpha}_n}(P_n)$, where the oracle selector is defined as

$$\tilde{\alpha}_n = \arg\min_{\alpha} E_{B_n} P_0 L_{IPCW,g_0}(\hat{\bar{Q}}_{\alpha}^d(P_{n,B_n}^0))$$

$$= \arg\min_{\alpha} E_{B_n} \sum_{\bar{a}(k-1)} P_0 \bar{a}(k-1) h_{k+1}(\hat{\bar{Q}}_{k+1,\alpha}^d(P_{n,B_n}^0) - \bar{Q}_{0,k+1}^d)^2(\bar{a}(k-1), V_{\bar{a}}(k)).$$

This result relies on the loss-function $L_{IPCW,g_0}(\bar{Q}_{k+1}^d)$ to be uniformly bounded in $O$ and $Q_{k+1}^d$, which is arranged by assuming the strong version of the positivity assumption. If one of the candidate estimators converges at rate $1/\sqrt{n}$ (e.g., one of candidate estimators is based on a correctly specified parametric model), then the super-learner also converges at rate $1/\sqrt{n}$, but in this case, it is not asymptotically equivalent with the oracle selector. These results still hold if $J = J(n)$ converges to infinity as fast as a polynomial power in $n$. So this proves that the super-learner is asymptotically optimal in the sense that it outperforms any competitor estimator of the blip-function by simply including this competitor in the library of estimators that defines the super-learner.

We could improve the cross-validated risk estimators, and thereby the cross-validation selector, by using the estimated loss $L_{IPCW,Q_n,g_0}(\bar{Q}_{k+1}^d)$ based on an estimator $D_1(Q_n,g_0)$ of $D_1(Q_0,g_0)$. 
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In an observational study, we could use the estimated DR-IPCW loss $L_{\text{DR-IPCW}, D_{1n}, Q_n, g_n}(\bar{Q}^d_{k+1})$. Finite sample and asymptotic results for the resulting cross-validation selector are presented in (van der Laan and Dudoit, 2003; van der Vaart et al., 2006; van der Laan et al., 2006): in essence, one still obtains powerful oracle results for the cross-validation selector but the rate of convergence is upper-bounded by the product of the rates at which $g_n$ converges to $g_0$ and $Q_n$ converges to $Q_0$. Thus in observational studies in which one has strong knowledge about the treatment assignment mechanism or one knows that there is a single time-dependent covariate (e.g., the outcome process at that time point) that blocks the effect of the past on the outcome so that it is sufficient to only adjust for this single time-dependent covariate when fitting the treatment mechanism (and the past treatment regimen), the cross-validation selector may still be asymptotically equivalent with the oracle selector above that treats $g_0$ as known, even if $Q_n$ converges to a misspecified $Q$.

We also obtained oracle inequalities for the super-learner based on the CV-TMLE of the risk ((van der Laan and Petersen, 2012; Diaz and van der Laan, 2013)).

K CV-TMLE of risk of candidate estimator of blip function.

Above we treated $D_1$ as given in the definition of the risk, resulting in the two stage estimator that first estimates $D_1(Q_0, g_0)$ and then applies the CV-TMLE for the risk parameter that treats $D_1$ as given. In this section, we directly target the risk parameter as a parameter of the data distribution. The following theorem presents the risk function as a parameter of $P_0$.

**Theorem 19** Consider

$$Q^d_{0,k+1} = EP_0(Y_{\hat{a}(k-1), A(k)=(1,1), d_{A(k+1,k)}} | V_{\hat{a}(k-1)}(k) = v(k))$$

$$- EP_0(Y_{\hat{a}(k-1), A(k)=(0,1), d_{A(k+1,k)}} | V_{\hat{a}(k-1)}(k) = v(k)).$$

Define

$$Z_0 = h_{k+1} Q^{d2}_{k+1}$$

Define the following risk function for $Q^d_{0,k+1}$:

$$R_{Q^d_{0,k+1}}(P_0) \equiv EP_0 \sum_{\hat{a}(k-1)} Z_{0, \hat{a}(k-1)} - 2 \left\{ Z_{\hat{a}(k-1)1_{d_{k+1}}} - Z_{\hat{a}(k-1)0_{d_{k+1}}} \right\}.$$
We have
\[ \sum \bar{a}(k-1) E_0 h_{k+1} (Q^d_{k+1} - \bar{Q}^d_{k+1})^2 (O_{\bar{a}(k-1)}) = R_{\bar{Q}^d_{k+1}} (P_0) + E_0 \sum \bar{a}(k-1) h_{k+1} \{Q^d_{k+1} \}^2 (O_{\bar{a}(k-1)}). \]

Therefore,
\[ \bar{Q}^d_{0,k+1} = \arg \min_{\bar{Q}^d_{k+1}} R_{\bar{Q}^d_{k+1}} (P_0). \]

Let \( D^*_{\bar{a}(k-1)} (P_0) = \sum_{j=0}^{k} D^*_{\bar{a}(k-1),j} (P_0) \) be the efficient influence curve of \( E_0 Z_{0,\bar{a}(k-1)} \). Let \( \bar{Q}^d_{Z_{0,j}} = E(Z_{0,\bar{a}(k-1)} \mid \bar{L}(j-1), \bar{A}(j-2)) \) for \( j = 0, \ldots, k \). We have

\[ D^*_{\bar{a}(k-1),j} (P_0) = \frac{I(\bar{A}(j-1) = \bar{a}(j-1))}{g_{0,j-1}} (\bar{Q}^d_{Z_{0,j+1}} - \bar{Q}^d_{Z_{0,j}}), \]

\( j = 0, \ldots, k \). Let \( D^*_{\bar{a}(k-1)d_{k+1}} (P_0) = \sum_{j=0}^{K+1} D^*_{\bar{a}(k-1),0d_{k+1}} \) be the efficient influence curves of \( E_0 Z_{\bar{a}(k-1)d_{k+1}} \) and \( E_0 Z_{\bar{a}(k-1)0d_{k+1}} \), respectively. Let \( \bar{Q}^d_{Z,j} = E(Z_{\bar{a}(k)d_{k+1}} \mid \bar{L}(j-1), \bar{A}(j-2)) \). We have

\[ D^*_{\bar{a}(k)d_{k+1},j} (P_0) = \frac{I(\bar{A}(\bar{a}(k), d_{k+1}))}{g_{0,j-1}(O)} (\bar{Q}^d_{Z,j+1} - \bar{Q}^d_{Z,j}). \]
Theorem 20

The efficient influence curve of \( R_{Q_{k+1}}(P_0) \) is given by

\[
D_{Q_{k+1}}^*(P_0) = \sum_{j=0}^{K+1} D_{Q_{k+1}}^*(P_0),
\]

where

\[
D_{Q_{k+1}}^*(P_0) = \sum_{\bar{a}(k-1)} D_{\bar{a}(k-1),j}(P_0) + D_{\bar{a}(k-1)1d_{k+1},j}(P_0) - D_{\bar{a}(k-1)0d_{k+1},j}(P_0)
\]

\[
= \sum_{\bar{a}(k-1)} \frac{I(\bar{A}(j-1) = \bar{a}(j-1))}{g_{O_{j-1}}(O)} (Q_{Z_0,j+1}^{\bar{a}(k-1),j} - Q_{Z_0,j}^{\bar{a}(k-1),j})
\]

\[
+ \sum_{\bar{a}(k-1)} \frac{I(\bar{A}(j-1) = \bar{a}(j-1))}{g_{O_{j-1}}(O)} (Q_{Z,j+1}^{\bar{a}(k-1)1d_{k+1},j} - Q_{Z,j}^{\bar{a}(k-1)1d_{k+1},j})
\]

\[
- \sum_{\bar{a}(k-1)} \frac{I(\bar{A}(j-1) = \bar{a}(j-1))}{g_{O_{j-1}}(O)} (Q_{Z,j+1}^{\bar{a}(k-1)0d_{k+1},j} - Q_{Z,j}^{\bar{a}(k-1)0d_{k+1},j})
\]

\[
= \sum_{a(j,k-1)} \frac{1}{g_{O_{j-1}}(O)} (Q_{Z_0,j+1}^{a(j,k-1),j} - Q_{Z_0,j}^{a(j,k-1),j})
\]

\[
+ \sum_{a(j,k-1)} \frac{1}{g_{O_{j-1}}(O)} (Q_{Z,j+1}^{a(j,k-1)(1-0)d_{k+1},j} - Q_{Z,j}^{a(j,k-1)(1-0)d_{k+1},j})
\]

Thus, we have shown the following result.

**Theorem 20** The efficient influence curve of \( R_{Q_{k+1}}(P_0) \) is given by \( D_{Q_{k+1}}^*(P_0) = \)
yields \( \bar{a} \) on \( Z \)

We now present a sequential regression representation of the latter quantity.

1) Consider

\[
\sum_{k=0}^{K+1} D^*_{Q_{k+1,j}}(P_0) = \sum_{a(j:k-1)} \left( \frac{1}{g_{0,j-1}(O)} (\bar{Q}_{j+1}^{a(j:k-1)} - \bar{Q}_j^{a(j:k-1)}) \right)
\]

\[
+ \sum_{a(j:k-1)} \left( \frac{1}{g_{0,j-1}(O)} (\bar{Q}_{j+1}^{a(j:k-1)(1-0)d_{k+1}} - \bar{Q}_j^{a(j:k-1)(1-0)d_{k+1}}) \right)
\]

\[\sum_{a(j:k-1)} \left( I(A(k+1,j-1) = d_{k+1}) A_2(k)(2A_1(k) - 1) \right) \left( \frac{Q_{j+1}^{d_{k+1}} - Q_j^{d_{k+1}}} {g_{0,j-1}(O)} \right)
\]

\[j = k + 1, \ldots, K + 1\]

K.1 Sequential regression representation of risk

We have

\[R_{Q_{k+1}}(P_0) = \sum_{\bar{a}(k-1) \in A(k-1)} \left\{ E_0 Z_0 \bar{a}(k-1) + E_0 Z \bar{a}(k-1)1_{d_{k+1}} - E_0 Z \bar{a}(k-1)0_{d_{k+1}} \right\} .\]

Consider

\[\sum_{\bar{a}(k-1)} \left\{ E_0 Z \bar{a}(k-1)1_{d_{k+1}} - E_0 Z \bar{a}(k-1)0_{d_{k+1}} \right\} .\]

We now present a sequential regression representation of the latter quantity. Firstly, regress \( Z = 2h_{k+1} \bar{Q}_{k+1}^d Y \) on \( \bar{A}(K), \bar{L}(K) \), and set \( A(K) = d_K \), which yields \( \bar{Q}_{Z,K+1}^d = E_P(Z \mid A(K - 1), \bar{L}(K)) \). Now, regress \( \bar{Q}_{Z,K+1}^d \) on \( \bar{A}(K - 1), \bar{L}(K - 1) \), and set \( A(K - 1) = d_{K-1} \). This yields \( \bar{Q}_{Z,K} = E_P(Z \mid \bar{A}(K - 2), \bar{L}(K - 2)) \). Now, regress \( \bar{Q}_{Z,K} \) on \( \bar{A}(K - 2) \) and \( \bar{L}(K - 2) \) and set \( A(K - 2) = d_{K-2} \), giving \( \bar{Q}_{Z,K-1}^d = E(Z_d \mid \bar{A}(k - 2), \bar{L}(k - 2)) \). So in this way, we obtain \( \bar{Q}_{Z,k+2}^d = E(Z_d \mid \bar{A}(k), \bar{L}(k+1)) \). Now, regress the latter on \( \bar{A}(k), \bar{L}(k) \) to obtain \( E(Z_d \mid \bar{A}(k), \bar{L}(k)) \) and compute \( \bar{Q}_{Z,k+1}^{d_{k+1}} = E(Z_d \mid A(k) = 1, \bar{A}(k-1), \bar{L}(k)) - E(Z_d \mid A(k) = 0, \bar{A}(k-1), \bar{L}(k)) \).

This represents \( \bar{Q}_{Z,k+1}^d = E(Z_{1-0d_{k+1}} \mid \bar{A}(k-1), \bar{L}(k)) \). Now regress the latter on \( \bar{A}(k - 1), \bar{L}(k-1) \). Now, set \( A(k - 1) = a(k - 1) \) giving \( \bar{Q}_{Z,k}^{a(k-1)(1-0)d_{k+1}} \) for each \( a(k - 1) \). Regress \( \bar{Q}_{Z,k}^{a(k-1)(1-0)d_{k+1}} \) on \( \bar{A}(k - 2), \bar{L}(k - 2) \) and set \( A(k - 2) = a(k - 2) \) for each \( a(k - 2) \). This results in \( \bar{Q}_{Z,k-1}^{a(k-2-k-1)(1-0)d_{k+1}} = E(Z_{a(k-2-k-1)(1-0)d_{k+1}} \mid \bar{A}(k - 3), \bar{L}(k - 2)) \). Iterate this, giving us for each
\[ \bar{a}(k - 1), \bar{Q}_{Z,1}^{a(0:k-1)d} = E_P(Z_{\bar{a}(k-1)(1-0)}d_{k+1} \mid L(0)) \text{ and finally averaging over } L(0) \text{ yields } E_P(Z_{\bar{a}(k-1)(1-0)}d_{k+1}). \]

Note that in this sequential regression algorithm we started regressing a difference \( \bar{Q}_{Z,k+1}^{(1-0)d} \). Alternatively, one uses the iterative regression to evaluate \( E_P(Z_{\bar{a}(k-1)}d_{k+1}) \) separately for \( \delta \in \{0, 1\} \), and one takes the difference at the end.

We have a separate sequential regression representation for \( \sum_{\bar{a}(k-1) \in A(k-1)} E_0 Z_0 \bar{a}(k-1) \).

### K.2 Corresponding TMLE based on sequential regression representation of risk

Consider the term

\[ \sum_{\bar{a}(k-1)} E_0 Z_{\bar{a}(k-1)(1-0)d_{k+1}}. \]

Firstly, regress \( Z = 2h_{k+1} \bar{Q}_{Z,k+1}^{d} Y \) on \( \bar{A}(K), \bar{L}(K) \) and set \( A(K) = d_K \), which yields an initial estimator of \( Q_{Z,K+1}^{d} = E(Y_d \mid \bar{A}(K-1), \bar{L}(K)) \). Consider a submodel \( \text{Logit} \bar{Q}_{Z,K+1,n}^{d}(\epsilon) = \text{Logit} \bar{Q}_{Z,K+1,n}^{d} + \epsilon C_{K+1}(g) \), where \( C_{K+1}(g) = I(A(k + 1 : K) = d_{k+1}) A_2(K) (2A_1(K) - 1)/g_{0,k} (O) \), and let \( \epsilon_n \) be the MLE obtained with logistic regression of \( Z \) onto \( C_{K+1} \), using \( \bar{Q}_{K+1}^{d} \) as off-set, and only using observations with \( A_K = d_K \). Define the targeted estimator \( \bar{Q}_{Z,K+1,n}^{d} = \bar{Q}_{Z,K+1,n}^{d}(\epsilon_n) \) of \( E_P(Y_{d_{k+1}} \mid \bar{A}(K-1), \bar{L}(K)) \). Set \( j = K \). Now, regress \( \bar{Q}_{Z,j+1,n}^{d} \) on \( \bar{A}(j - 1), \bar{L}(j - 1) \), and set \( A(j - 1) = d_{j-1} \), which yields an initial estimator \( \bar{Q}_{Z,j,n}^{d} \) of \( \bar{Q}_{Z,j}^{d} \). Consider the submodel \( \text{Logit} \bar{Q}_{Z,j,n}^{d}(\epsilon) = \text{Logit} \bar{Q}_{Z,j,n}^{d} + \epsilon C_{j}(g) \), where \( C_{j}(g) = I(A(k + 1 : j - 1) = d_{k+1}) A_2(k) (2A_1(k) - 1)/g_{0,k-1} (O) \). Let \( \epsilon_n \) be the MLE as defined above. This yields a targeted estimator \( \bar{Q}_{Z,j,n}^{d} = \bar{Q}_{Z,j,n}^{d}(\epsilon_n) \) of \( E(Y_{d_{k+1}} \mid \bar{A}(j - 2), \bar{L}(j - 1)) \). Iterate this from \( j = K, \ldots, k + 1 \), resulting in an initial estimator of \( \bar{Q}_{Z,k+1,n}^{a(k)d} = E(Y_{d_{k+1}} \mid A(k) = a(k), \bar{A}(k-1), \bar{L}(k)) \) for each choice of \( a(k) \). Consider submodel \( \text{Logit} \bar{Q}_{Z,k+1,n}^{a(k)d}(\epsilon) = \text{Logit} \bar{Q}_{Z,k+1,n}^{a(k)d} + \epsilon C_{k+1}(g) \), where \( C_{k+1}(g) = A_2(k) I(A_1(k) = a(k))/g_{0,k} (O) \). Let \( \epsilon_n \) be the MLE, and define \( \bar{Q}_{Z,k+1,n}^{a(k)d} = \bar{Q}_{Z,k+1,n}^{a(k)d}(\epsilon_n) \). This has thus resulted in a targeted estimator of \( \bar{Q}_{Z,k+1,n}^{a(k)=1d_{k+1}} \) and \( \bar{Q}_{Z,k+1,n}^{a(k)=0d_{k+1}} \). The difference \( \bar{Q}_{Z,k+1,n}^{a(k)=1d_{k+1} - a(k)=0d_{k+1}} \) is a targeted estimator of \( \bar{Q}_{Z,k+1,n}^{(1-0)d_{k+1}} = E(Z_{a(k)=1}d_{k+1} \mid \bar{A}(k-1), \bar{L}(k)) - E(Z_{a(k)=0}d_{k+1} \mid \bar{A}(k-1), \bar{L}(k)) \). Regressing the difference \( \bar{Q}_{Z,k+1,n}^{(1-0)d_{k+1}} \) on \( \bar{A}(k-1), \bar{L}(k-1) \) and setting \( A(k-1) = a(k-1) \) yields in initial estimator \( \bar{Q}_{Z,k,n}^{a(k-1)(1-0)d_{k+1}} \). Construct \( \bar{Q}_{Z,k,n}^{a(k-1)(1-0)d_{k+1}} = \bar{Q}_{Z,k,n}^{a(k-1)(1-0)d_{k+1}}(\epsilon_n) \) using clever covariate \( C_k(g) = 1/g_{0,k-1} \) as above, using standardization and logistic regression. Iterate this, giving for each \( \bar{a}(k - 1) \), \( \bar{Q}_{Z,1,n}^{a(k-1)(1-0)d_{k+1}^*} \), and finally
\[ \bar{Q}_{Z,0,n} \tilde{a}(k-1)(1-0)\delta_{k+1} = \frac{1}{n} \sum_{i=1}^{n} Q_{Z,1,n} \tilde{a}(k-1)(1-0)\delta_{k+1} \times (L_i(0)). \]

Our estimator of this risk-term is thus \( \sum \tilde{a}(k-1) \bar{Q}_{Z,0,n} \).

Similarly, we obtain the estimator \( \sum \tilde{a}(k-1) \bar{Q}_{0,n} \), so that the TMLE of our risk is given by the sum of these two estimators.

### K.3 IPCW

We have

\[
R_{Q_{k+1}}^d (P_0) = \sum_{\tilde{a}(k-1) \in A} \left\{ E_0 Z_{0,\tilde{a}(k-1)} + E_0 Z_{\tilde{a}(k-1)1} - E_0 Z_{\tilde{a}(k-1)0} \right\}.
\]

An IPCW-estimator is given by

\[
R_{Q_{k+1}}^d IP_{C},n = \frac{1}{n} \sum_{i=1}^{n} \tilde{a}(k-1) \frac{\bar{I}(\hat{A}_i(k-1) = \tilde{a}(k-1)) - \bar{Z}_0 Z_i(\bar{Q}_{k+1})}{g_{0,k-1}(O_i)} + \frac{1}{n} \sum_{i=1}^{n} \tilde{a}(k-1) \frac{\bar{I}(\hat{A}_i(k-1) \neq \tilde{a}(k-1), \hat{A}_i(k+1:K) = \tilde{d}_{k+1})(2A_i(k)-1) Z_i(\bar{Q}_{k+1})}{g_{0,K}(O_i)} Z_i(\bar{Q}_{k+1}).
\]

Let \( L_{IPCW,g}(\bar{Q}_{k+1}) = \frac{1}{g_{0,k-1}(O)} Z_0(\bar{Q}_{k+1}) + \frac{\bar{I}(\hat{A}_i(k+1:K) = \tilde{d}_{k+1})(2A_i(k)-1)}{g_{0,K}(O)} Z_i(\bar{Q}_{k+1}) \). Then this IPCW-estimator can be represented as \( P_n L_{IPCW,g_n}(\bar{Q}_{k+1}) \). We can also use a stabilized IPCW-estimator. The CV-IPCW estimator is defined as \( R_{Q_{k+1},CV-IPCW,n} = 1/B \sum_b P_n^1 L_{IPCW,g_n,b}(\bar{Q}_{k+1}) \).

### K.4 Double robust estimating equation based estimator of risk

Consider the efficient influence curve \( D_{Q_{k+1}}^d (P_0) \) of \( R_{Q_{k+1}}^d (P_0) \) and note that it can be represented as \( L_{Q_0,g_0}(\bar{Q}_{k+1}) - R_{Q_{k+1}}^d (P_0) \). Therefore, an estimating equation based estimator based on solving the efficient influence curve estimating equation in the target parameter is given by:

\[
R_{Q_{k+1},EE,n} = P_n L_{Q_0,g_n}(\bar{Q}_{k+1}).
\]

The cross-validated estimating equation based estimator for a given estimator \( \hat{Q}_{k+1} \) is defined as:

\[
R_{Q_{k+1},CV-EE,n} = \frac{1}{B} \sum_{b=1}^{B} P_n^1 L_{Q_n,b,g_n,b}(\hat{Q}_{k+1,n,b}).
\]
K.5 Asymptotic linearity of CV-estimators of true conditional risk

Consider $R_{\hat{Q}_{k+1, CV-TMLE}}$. The true risk-parameter is defined as

$$R_{0,n} = \frac{1}{B} \sum_{b=1}^{B} R_{Q_{d}^{k+1,n,b}}(P_{0}).$$

We obtained a representation $R_{Q_{d}^{k+1,n,b}}(Q_{0})$ for some $Q_{0}$ (parameter of $P_{0}$, i.e. sequential regressions) for this parameter, which has efficient influence curve $D_{Q_{d}^{k+1,n,b}}^*(Q_{0}, g_{0})$. We then constructed an estimator $Q_{n,b}^* = Q_{n,b}(\epsilon_{n})$ of $Q_{0}$ based on training sample $P_{0}^{n,b}$ and MLEs $\epsilon_{n}$, so that

$$0 = \frac{1}{B} \sum_{b=1}^{B} P_{n,b}^1 D_{Q_{d}^{k+1,n,b}}^*(Q_{n,b}(\epsilon_{n}), g_{n,b}).$$

Our proposed CV-TMLE was defined as $R_{n} = \frac{1}{B} \sum_{b=1}^{B} R_{Q_{d}^{k+1,n,b}}(Q_{n,b}(\epsilon_{n}), g_{n,b})$. We also have the identity:

$$R_{n} - R_{0,n} = -\frac{1}{B} \sum_{b=1}^{B} P_{0} D_{Q_{d}^{k+1,n,b}}^*(Q_{n,b}(\epsilon_{n}), g_{n,b}) + \frac{1}{B} \sum_{b=1}^{B} R_{P_{0}}(Q_{n,b}^*, Q_{0}, g_{n,b}, g_{0}).$$

Combining these two identities yields:

$$R_{n} - R_{0,n} = \frac{1}{B} \sum_{b=1}^{B} (P_{n,b}^1 - P_{0}) D_{Q_{d}^{k+1,n,b}}^*(Q_{n,b}(\epsilon_{n}), g_{n,b})$$

$$+ \frac{1}{B} \sum_{b=1}^{B} R_{P_{0}}(Q_{n,b}^*, Q_{0}, g_{n,b}, g_{0}).$$

For example, if $g_{0} = g_{0}$, then the remainder term equals zero. Or, if $Q_{n,b}$ and $g_{n,b}$ are both consistent, one might assume $R_{P_{0}}(Q_{n,b}^*, Q_{0}, g_{n,b}, g_{0}) = o_{P}(1/\sqrt{n})$. Under such an assumption, we have

$$R_{n} - R_{0,n} = \frac{1}{B} \sum_{b=1}^{B} (P_{n,b}^1 - P_{0}) D_{Q_{d}^{k+1,n,b}}^*(Q_{n,b}(\epsilon_{n}), g_{n,b}) + o_{P}(1/\sqrt{n}).$$

Since this cross-validated empirical process term is asymptotically normally distributed under minimal assumptions, this provides asymptotic linearity under very weak conditions. Specifically, if $P_{0}\{D_{Q_{d}^{k+1,n,b}}^*(Q_{n,b}(\epsilon_{n}), g_{n,b}) - D_{Q_{d}^{k+1}}^*(Q, g_{0})\}^2$ converges to zero in probability, then

$$R_{n} - R_{0,n} = (P_{n} - P_{0}) D_{Q_{d}^{k+1}}^*(Q, g_{0}) + o_{P}(1/\sqrt{n}).$$
In particular, we can estimate the asymptotic variance of \( R^*_n - R_{0,n} \) with
\[
\sigma^2_n = \frac{1}{B} \sum_{b=1}^{B} P^1_{n,b} \{ D^*_{k+1,n,b} (Q_{n,b}(\epsilon_n), g_{n,b}) \}^2.
\]

An asymptotic 95 \% confidence interval is given by \( R^*_n \pm 1.96 \sigma_n / \sqrt{n} \).

L Pathwise differentiability of the mean outcome under \( V \)-optimal rule: multiple time-point treatment.

We already proved the following theorems for the two time-point treatment case. Since the proofs are a complete analogue, we will just state the theorems without proof.

**Theorem 21** For notational convenience, let suppress the \( \bar{a}_2 = 1 \) since it is 1 always. Recall the definitions of \( \bar{Q}_j \), \( j = 1, \ldots, K + 1 \). We can represent \( \Psi(P_0) = E_{P_0} Y_{d_0} \) as follows:
\[
\Psi(P_0) = E_{P_0} Y_{\bar{a}_1=0} + \sum_{j=0}^{K} E_{V_{a}(j) d_0 A(j)} (\bar{a}(j-1), V_{\bar{a}}(j)) \bar{Q}_{j+1,0} (\bar{a}(j-1), V_{\bar{a}}(j)) \big|_{\bar{a}(j-1)=0}.
\]

**Theorem 22** Assume that \( P_0(\{Y | < M\}) = 1 \) for some \( M < \infty \). The parameter \( \Psi : M \rightarrow \mathbb{R} \) is pathwise differentiable with canonical gradient given by
\[
D^* (P_0) = \sum_{k=0}^{K+1} D^*_k (P_0)
\]
where
\[
D^*_0 (P_0) = E_{P_0} (Y_{d_0} | L(0), A(0) = d_{0,A(0)} (V(0))) - E_{P_0} Y_{d_0}
\]
\[
D^*_k (P_0) = I(\bar{A}(k) = \bar{d}_k (V(k))) \frac{1}{\prod_{j=0}^{k} g_{0,A(j)}(O)} (E_{P_0} (Y_{d_0} | \bar{L}_{d_0}(k)) - E_{P_0} (Y_{d_0} | \bar{L}_{d_0}(k-1))
\]
\[
k = 1, \ldots, K + 1.
\]

That is, \( D^* (P_0) \) equals the efficient influence curve \( D^*_0 (d, P_0) \) for the parameter \( \Psi_d(P) \equiv E_p Y_d \) treating \( d \) as given, at the \( V \)-optimal rule \( d = d_0 \): \( D^* (P_0) = D^*_0 (d_0, P_0) \).
L.1 TMLE of mean outcome under \( V \)-optimal rule: multiple time-point treatment.

Our proposed TMLE is to first estimate the optimal rule \( d_0 \), giving us an estimated rule \( d_n(V) = (d_{n,A(0)}(V(0)), \ldots, d_{n,A(K)}(V(K))) \), and subsequently apply the TMLE of \( EY_{\hat{d}} \) for a fixed rule \( d \) at \( d = d_n \) as presented in van der Laan and Gruber (2012). In a previous section we described a data adaptive estimator \( d_n \) of \( d_0 \), so that the TMLE presented in van der Laan and Gruber (2012) provides us with the TMLE of \( E_0Y_{d_0} \). The asymptotic linearity theorem for this TMLE is just a copy of Theorem 10.

L.2 TMLE and CV-TMLE of mean outcome under data-adaptively determined dynamic treatment: multiple time-point treatment

The presentation of the TMLE of \( E_{P_{n}}Y_{d_{n}} \) and the CV-TMLE of \( E_{B_{n}}E_{P_{n}}Y_{\hat{d}(P_{n},B_{n})} \) (treating \( \hat{d}(P_{n},B_{n}) \) as fixed) are presented in a complete analogue fashion as for the two time-point treatment case, and is therefore omitted here.