


Simulation Study 

We additionally compared the results of TMLE(10) and TMLE(20) using three different initial 
estimators: univariate regression, CIM, and LASSO. The results of these three methods were 
improved upon the 2nd stage correction, and differences among them were reduced. The extent 
of improvement depends on which gn (W )  was used. For TMLE(10), the final results are almost 
identical for all three initial estimators including univariate regression despite of its inferior 
performance.  The univariate regression has the largest variance estimates. For TMLE(20), we do 
see performance differences for these three methods, with CIM providing the best results and 
univariate regression the worst (supplemental figure S7 and supplemental table S3). This 
demonstrates the double robustness and local efficiency of TMLE: a gn (W )  with more 

predictive power can better compensate a suboptimal Qn
(0) , and a better Qn

(0)  produces estimates 
of smaller variances.  

It is worth noting that when UR is used as Qn
(0) , TMLE is mathematically equivalent to a simple 

regression Y ~ A+W1 +W2 . This is because we have used very simple models for Qn
(0) and 

gn (W ) , and hence reduced our semiparametric model to a parametric one. In this case, the 
success of TMLE completely relies on correct specification of W1  and W2 . 

 

Supplemental Simulation  

This supplemental simulation reproduces the classic QTL mapping setting where markers are 
widely spaced and QTL lie in-between markers with unobserved genotypes. We used the data 
structure in a doubled haploid barley dataset analyzed in the latter part of the main paper (Section 
4). Samples and markers with greater than 10% missing rate were excluded from simulation, 
resulting in 147 samples and 441 markers on 7 chromosomes. We selected 10 markers among the 
441 markers and simulated phenotypic values using these markers with a linear main-term model. 
The selected markers were then deleted from the simulated dataset to create the unobserved QTL. 
The effect size of simulated QTL ranges from 0.14 to 0.35, explaining 1.28% to 7.97% of the 
total variance. The distance from a QTL to a marker ranges from 0.6 cM to 15.7 cM. The error 
term was drawn from a normal distribution with mean 0 and standard deviation 1. Details of 
positions and effect sizes of simulated QTL can be found in supplemental table S4. The 
simulation was replicated 100 times.  

We tested 1070 positions at an incremental distance of 1 cM along the genome in each simulated 
replicate with CIM and TMLE. The genotypes of putative QTL at tested positions were imputed 
with the Haley-Knott regression. The initial estimator Qn

(0)  in TMLE was fit with an elastic net 
with 50% mixtures of L1  and L2 penalties to all imputed markers, similar to what we did when 
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we analyzed the real data (Section 4). Due to high and variable correlations among markers in 
this dataset, adjusting markers 10 cM away led to overfitting in gn (W )  and was not pursued. The 
gn (W )  was fitted with a linear regression on neighboring markers no less than 20 cM away from 
the tested position, resulting in a Pearson's correlation coefficient of 0.7 on average between the 
tested position and adjusted markers. Supplemental figure S7 presents the profiles of the 
estimated effect sizes, p-values, and ranking proportions from CIM and TMLE.  Ranking 
proportion is defined as the proportion of simulations that a QTL is ranked top 10 based on their 
p-values.  

TMLE identified simulated QTL in a comparable way as CIM, demonstrating its utility for 
classic QTL mapping. Two advantages are associated with TMLE compared to CIM: (1) the 
resolution of identified QTL from TMLE is better; and (2) TMLE on average preserves the 
correct rankings of simulated QTL (supplemental figure S7b-c) while CIM did not (5 QTL with 
small effect sizes were missed among the top 10 ranked QTL, and the ranks of QTL 1 on 
chromosome 2 and QTL 5 on chromosome 4 were over-estimated) (supplemental figure S7c). 
The p-values from TMLE are more conservative than those from CIM. However, as mentioned 
before, this “conservativeness” may in fact be a more honest evaluation of the significance of a 
QTL. Numeric details of the results such as standard errors and QTL rankings can be found in 
supplemental table S4. We also reported the effect estimates and rankings from the elastic net in 
supplemental figure S8 for interested readers to compare results pre and post adjustment of 
gn (W )  in TMLE.
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TABLE S1 
The mean effect sizes of simulated main QTL estimated from various algorithms. 

 
 Main QTL 

 QTL1 QTL2 QTL3 QTL4 

     

Position (cM) 54 60 106 120 

True Effect 1.2 -1.5 0.8 0.8 

     

UR 0.23 (0.26) 0.01 (0.26) 1.05 (0.26) 1.07 (0.26) 

CIM -0.05 (0.40) -0.49 (0.43) 0.97 (0.54) 0.92 (0.58) 

LASSO 0.08 (0.27) -0.18 (0.33) 0.15 (0.28) 0.15 (0.28) 

IAL 0.03 (0.22) -0.11 (0.33) 0.19 (0.48) 0.17 (0.42) 

Bayesian Shrinkage 0.00 (0.02) -0.01 (0.02) 0.14 (0.17) 0.05 (0.12) 

LASSO Re-Estimate 0.21 (0.64) -0.39 (0.67) 0.24 (0.47) 0.21 (0.37) 

pLOD Epistatic Model 0.53 (1.14) -0.57 (1.28) 0.33 (0.95) 0.29 (0.90) 

pLOD Main Effect Model 0.10 (0.24) -0.17 (0.42) 0.31 (0.71) 0.16 (0.48) 

TMLE (10) 0.61 (0.66) -1.02 (0.58) 0.74 (0.62) 0.78 (0.58) 

TMLE (20) 0.10 (0.58) -0.65 (0.55) 0.77 (0.68) 0.77 (0.60) 

     

Numbers in brackets are standard errors.  TMLE used CIM as the initial estimator. 
Standard errors for TMLE were calculated as the mean of estimated standard errors 
from TMLE, and standard errors for other methods were calculated as the standard 
deviation of effect sizes across 300 replicates.
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TABLE S2 
The mean effect sizes of the marginal effect of simulated epistatic QTL estimated from various algorithms. 

 
 Epistatic QTL 

  

Position (cM) 44 74 86 146 

True Effect -0.5 0.7 -0.4 -0.6 

     

UR 0.11 (0.27) 0.37 (0.26) 0.54 (0.25) 0.46 (0.27) 

CIM 0.03 (0.35) 0.03 (0.41) -0.07 (0.37) -0.19 (0.35) 

LASSO 0.00 (0.07) 0.01 (0.12) 0.00 (0.08) -0.01 (0.10) 

IAL 0.00 (0.09) 0.01 (0.13) 0.00 (0.06) 0.00 (0.05) 

Bayesian Shrinkage 0.00 (0.00) 0.00 (0.01) 0.00 (0.01) 0.00 (0.00) 

LASSO Re-Estimate -0.02 (0.24) 0.03 (0.23) -0.01 (0.20) -0.03 (0.27) 

PLOD Epistatic Model 0.05 (0.89) 0.11 (0.93) 0.09 (0.90) -0.05  (0.56) 

pLOD Main Effect Model 0.02 (0.11) 0.00 (0.06) 0.01 (0.10) -0.02 (0.11) 

TMLE (10) -0.26 (0.57) 0.35 (0.57) -0.19 (0.57) -0.24 (0.57) 

TMLE (20) 0.03 (0.41) -0.01 (0.42) -0.10 (0.41) -0.23 (0.41) 

     

Effect sizes were averaged over 300 replicates. Numbers in brackets are standard errors.  
TMLE used CIM as the initial estimator. Standard errors for TMLE were calculated as 
the mean of estimated standard errors from TMLE, and standard errors for other methods 
were calculated as the standard deviation of effect sizes across 300 replicates.
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TABLE S3 
The simulated QTL main effects and their mean TMLE estimates with different initial estimators. 

 
  Main Effect QTL 

  QTL1 QTL2 QTL3 QTL4 

      

Truth 
Position (cM) 54 60 106 120 

Effect 1.2 -1.5 0.8 0.8 

      

TMLE Estimates Initial Estimator     

TMLE(10) 

UR 0.61 (0.60) -1.03 (0.60) 0.75 (0.59) 0.82 (0.59) 

CIM 0.61 (0.58) -1.02 (0.58) 0.74 (0.58) 0.78 (0.58) 

LASSO 0.60 (0.58) -1.03 (0.58) 0.75 (0.58) 0.80 (0.58) 

      

TMLE(20) 

UR 0.03 (0.43) -0.63 (0.43) 1.01 (0.43) 1.02 (0.42) 

CIM 0.10 (0.42) -0.65 (0.42) 0.77 (0.42) 0.77 (0.42) 

LASSO 0.05 (0.42) -0.64 (0.42) 0.90 (0.42) 0.91 (0.42) 

      

Effect sizes were averaged over 300 replicates. Numbers in brackets are standard errors.  
Standard errors for TMLE were calculated as the mean of estimated standard errors from 
TMLE, and standard errors for other methods were calculated as the standard deviation of 
effect sizes across 300 replicates. 
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TABLE S4 
The simulated QTL main effects from barley data set and their summary metrics of estimates from various algorithms. 

 
QTL Index Marker QTL 1 QTL 2 QTL 3 QTL 4 QTL 5 QTL 6 QTL 7 QTL 8 QTL 9 QTL 10 
Truth Chromosome 2 2 3 4 4 4 5 6 6 7 
 Position (cM) 65.5 90.2 55.1 16.1 98.5 120.3 69.3 62.1 91.7 60.2 
 Marker Before (cM) 2.2 7.1 0.7 0.8 2.7 2.2 2.1 1.4 4.4 2 
 Marker After (cM) 0.8 1.4 0.6 3.7 1.4 15.7 1.5 3.2 2.9 4.1 
 Effect Size 0.28 0.31 0.35 0.18 0.25 0.22 0.2 0.17 0.15 0.14 
 Var. Prop. (%) 4.97 5.96 7.97 2.03 3.94 3.1 2.56 1.88 1.47 1.28 
 Relative Order 3 2 1 7 4 5 6 8 9 10 
            
CIM Position (cM) 69.1 91.1 56.9 13.1 102.1 126.1 71.3 62.1 85.1 56.1 
 Effect Size 0.4191 0.2173 0.3437 0.1698 0.3492 0.2013 0.1615 0.1819 0.2196 0.1425 
 S.E. 0.0928 0.1411 0.0824 0.0873 0.0944 0.1226 0.0884 0.1098 0.0854 0.0789 
 P-value 1.10E-05 6.88E-02 6.39E-05 7.05E-02 1.03E-04 7.56E-02 4.86E-02 5.67E-02 9.93E-03 9.79E-02 
 Var. Prop. (%) 8.55 1.28 6.64 1.42 6.59 1.29 1.47 1.42 2.73 1.11 
 Top 10 Prop. (%) 47 1 17 0 20 0 0 0 1 0 
 Relative Order 1 7 2 8 3 9 5 6 4 10 
            
Elastic Net Position (cM) 67.1 91.1 55.9 14.1 100.1 118.1 72.3 61.1 96.1 58.1 
 Effect Size 0.0387 0.0166 0.0412 0.0154 0.0280 0.0105 0.0169 0.0137 0.0126 0.0139 
 S.E. 0.0607 0.0359 0.0539 0.0369 0.0433 0.0261 0.0342 0.0324 0.0286 0.0319 
 Var. Prop. (%) 0 0 0.02 0 0 0 0 0 0 0 
 Top 10 Prop. (%) 24 11 29 8 22 4 9 10 8 8 
 Relative Order 2 5 1 6 3 10 4 8 9 7 
            
TMLE(20) Position (cM) 65.1 95.1 55.9 18.1 100.1 117.1 72.3 62.1 96.1 57.1 
 Effect Size 0.2719 0.1634 0.3303 0.1577 0.1921 0.1792 0.1678 0.1564 0.12 0.1124 
 S.E. 0.1097 0.1180 0.1019 0.0968 0.1185 0.0996 0.1232 0.1060 0.0905 0.1305 
 P-value 0.0104 0.1412 0.0010 0.1029 0.1013 0.0787 0.1406 0.1304 0.1828 0.3457 
 Var. Prop. (%) 4.18 1.45 6.27 1.16 1.58 1.8 1.87 1.21 0.86 0.82 
 Top 10 Prop. (%) 16 5 32 4 4 10 1 4 3 2 
 Relative Order 2 8 1 5 4 3 7 6 9 10 

Marker Before/After: the nearest markers (before imputation) to the 5’- and 3’-end of each simulated QTL; S.E.: standard error; Var. Prop.: median proportion of explained 
variance of QTL; Top 10 Prop.: proportion of the simulations that a QTL is among the top 10 ranked QTL, ranked by their p-values for CIM and TMLE and by their effect sizes 
for Elastic Net. Position estimates took the location of the top marker, within the 20cM window (10cM each side) of each simulated QTL, identified in the median p-value profiles 
for CIM and TMLE and in the mean estimated effect profile for CIM. Effect estimates are averaged over 100 replicates. The S.E. of TMLE estimates are averages of the standard 
error estimates across 100 replicates. The S.E. of CIM and Elastic Net estimates are the empirical standard deviations of the effect estimates across 100 replicates. The reported p-
values are the median p-values across 100 replicates. Relative order of the simulated QTL is ranked by effect size for the truth and Elastic Net and by p-value for CIM and TMLE. 
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FIGURE S1. — Estimated main effects of simulated markers and their p-values from UR, TMLE(10), and TMLE(20), plotted 
against their genomic locations in cM. TMLEs were initialized with UR.  (a) Mean profiles of the estimated main effects at each 
marker; (b) Median profiles of p-values of estimated main effects, on negative log 10 scale. Arrows or triangles represent the 
simulated main QTL effects; Stars represent the simulated epistatic effects.
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FIGURE S2. — Estimated main effects of simulated markers using LASSO, re-estimated LASSO, Bayesian Shrinkage method, 
and Iterative Adaptive LASSO (IAL). The effect estimates are plotted against their genomic locations in cM. The plus sign (+) 
indicates locations of QTL with main effect, and star sign (*) indicates locations of QTL carrying epistatic effects.
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FIGURE S3. — Estimated main effects of simulated markers using a penalized LOD (pLOD) approach. The effect estimates are 
plotted against their genomic locations in cM. Two models were used in the pLOD procedure. One model has main terms only 
allowing no interactions, and the other model allows for both main terms and pairwise interactions. The arrows indicate true 
locations and effects of QTL with main effect, and star sign (*) indicates locations of QTL carrying epistatic effects.
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FIGURE S4. — Estimated main effects of simulated markers using various algorithms and methods. UR: univariate regression;  
IAL: iterative adaptive LASSO; BAYESIAN: Bayesian shrinkage method; The effect estimates are plotted against their genomic 
locations in cM. The arrows indicate true locations and effects of QTL with main effect, and star sign (*) indicates locations of 
QTL carrying epistatic effects.
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FIGURE S5.—Mean profiles of the main effects of simulated markers estimated from TMLE(10) and TMLE(20) using 
univariate regression (UR), CIM, and LASSO as initial estimators. The effect sizes are plotted against their genomic locations in 
cM. Arrows represent the simulated main QTL effects; Stars represent the simulated epistatic effects. 
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FIGURE S6. —The profile of effect estimates at tested positions for the barley dataset. The x-axis is the genome position in cM;  
the y-axis is the p-value on negative log 10 scale. The imposed number on top indicates the chromosome number. Blue curve 
represents CIM, and red curve represents TMLE. 
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FIGURE S7.—Estimated main effects of simulated markers based on the barely dataset and their p-values and ranking profiles 
from CIM and TMLE, plotted against their genomic locations in cM. (a) Mean profiles of the estimated main effects; (b) Median 
profiles of p-values of estimated main effects, on negative log 10 scale; (c) Proportion of simulations that a QTL is ranked top 10 
based on their p-values. Arrows represent the simulated main QTL effects. Triangles represent the locations of simulated main 
QTL.
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FIGURE S8. — Estimated main effects of simulated markers and their ranking profiles from Elastic Net, plotted against their 
genomic locations in cM. (a) Mean profiles of the estimated main effects; (b) Proportion of simulations that a QTL is ranked top 
10 based on their estimated main effects. Triangles represent the locations of simulated main QTL.  
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